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1. Introduction

In fixed point approximation theory, we have the following two iterative schemes: For a
given mapping T, points y1, z1, u, and a sequence {a,}, we generate sequences {y,} and {z,}
by

Ynt1 = anyn + (1 - an)T)/n;
Zny1 = apu+ (1—a,) Tz,

for n € N. We call a method such as {y,} the Mann type iteration [22], and a method such
as {z,} the Halpern type iteration [5, 30]. In appropriate settings, such a sequence {y,}
converges weakly to a fixed point of T, and such a sequence {z,} converges strongly to the
closest fixed point to u. These iterations are studied in the setting of Hilbert spaces, and after
that, they are generalised to geodesic spaces; see [6, 25] for instance.

On the other hand, such iterations are applied to find a zero point of a maximally monotone
operator on Hilbert spaces. The proximal point algorithm is a zero point approximation
scheme proved by Rockafellar [24] in 1976. Later, Kamimura and Takahashi [11] proposed
two modified proximal point algorithms related to Mann’s and Halpern's iterations. Even
after that, these schemes are generalised to Banach spaces, and many researchers introduced
several other iterative methods; see [10, 12, 27] for instance.
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As a typical application of zero point approximations, there are convex minimisation prob-
lems. That is, for a given convex function f on a set S having some convexity structure, we
consider a problem to find a point x € S such that

f(x) = inf £(S).

Recently, such a problem has been discussed in the setting of geodesic spaces. Particu-
larly, CAT (k) spaces are reasonable geodesic spaces, and they have effective properties to
investigate convex minimisation problems. In the 1990s, Jost [7] and Mayer [23] introduced
resolvent operators for convex functions in complete CAT(0) spaces. Using this resolvent,
Bacak [1], Kimura and Kohsaka [15] proved approximation theorems with the canonical and
two modified proximal point algorithms. Later, Kimura and Kohsaka [16, 17] investigated
convex minimisation problems on CAT(1) spaces, and proved approximation theorems using
resolvents dedicated to the setting of spherical surfaces. For recent related results, see [9, 13]
for instance.

The notion of monotone operators has been generalised to the framework of geodesic
spaces. For instance, Chaipunya, Kohsaka and Kumam [3] dealt with monotone vector fields
on a CAT(0) space using tangent spaces, and the author proposed a class of monotone vector
fields on a CAT (k) space; see [28]. Furthermore, we obtained the following result:

Theorem 1.1 (Sudo [29]). Let M be an admissible complete CAT (k) space and A a resolvably
monotone vector field on M. Let {r,} be a sequence of positive real numbers whose sum is
divergent to co. For a given initial point x; € M, generate a sequence {x,} of M by

Xn+1 = Jr,AXn
for n € N, where J, a is the resolvent operator of r,A. Then, the following hold:

(i) The resolvably monotone vector field A has a zero point if and only if the generated
sequence {x,} is k-bounded;

(ii) if A has a zero point and infycn ri > 0, then the generated sequence {x,} A-converges
to a zero point of A, which equals to

lim PZero AXn.
n—o0

Motivated by these results, in this paper, we consider the following: Let M be an admissible
complete CAT (k) space and A a resolvably monotone vector field on M. For points y;, z1, u €
M, a sequence {a,} of [0, 1] and a positive sequence {r,}, generate sequences {y,} and {z,}
by

Yn+1 = anyn ©® (]- - an)JrnA_)/n;
Zpt1 = apu @ (1 - an)Jr,,AZn

for n € N, where J, 4 is the resolvent operator of r,A. The main results of this work are about
the convergence to zero points of these sequences.
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2. Preliminaries

For a metric space (M, d) and x,y € M, we call a mapping 7., from [0, d(x, y)] to M a
geodesic from x to y if 7, (0) = x, 74, (d(x,y)) =y and

d(Yy (5), 1oy (87)) = |5 = 5]

for s,s" € [0,d(x,y)]. Further, for r € ]0, o0], we call M a uniquely r-geodesic space if for
any points x, y € M with d(x, y) < r, there exists a unique geodesic v, from x to y. In this
case, for t € [0, 1], we can define convex combination of x and y with a ratio t by

tx @ (1 —t)y = 74((1 = t)d(x, y)).

We next define a function ¢, introduced by Kajimura and Kimura [8]. We define a real-
valued function ¢, on R by

(k > 0);
oo 1.2 1 v
_ 1o (=R)"7a )15, .
c(a) = 5a +n§:; el =2 (k= 0);
- cosh(yv/—ka) — 1
for a € R. From the definition, for a € R, we have
in(vis) (Lo
oo (7ﬁ)nfla2nfl \/E ,
oSG
n= sinh(v/—ka
_— 0
W (r <0)

and
cos(vka k> 0);
| (L pyr—1g2n-2 (Vwa) (>0

C;,(a):l—‘rZw: 1 (HZO);
n=2 cosh(v—ka) (k< 0).

Fix a, b € R arbitrarily. Then, we know the following formulae:

cl(a) + kew(a) = 1,

c’(a)* + rcl(a)® = 1.

Additionally,
ci(a+ b) = c(a)c;/(b) + ci(b)cy(a);
ce(a— b) = c.(a)c/(b) — c.(b)c(a);
c.(a+b) = c/(a)c/(b) — rci(a)c,(b);
ci(a—b) = c/(a)c(b) + rci(a)c,(b),
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and therefore

c.(2a) = 2ci(a)c;(a);
c’(2a) = c(a)* — rcl.(a)®> = 2c(a)? — 1 =1 — 2kcl.(a)°.

K

Moreover,

2 2
o (5)2 _ (g +1
“\2) 2

L

and
(ch(a+b) + ci(a—b));
(cn(a+b) = ci(a—b));
(c/(a+b)—cl(a—b));

(c/(a+b)+c!(a—b)).

Il
NIRLRNIFRNIRFRN -

We next define CAT (k) spaces. Let M be a metric space. For k € R, we define a
real-valued function ¢,. on M? by

1—cosfdxy)) (5 > 0);

dn(x,y) = cu(d fd (x, y)2 (k=0);
cosh \/jnd (x,y)) —

for x,y € M. Letting

: a\ﬁ

(x> 0);
/@<0

we obtain the following:
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e Forx,y € M, ¢(x,y) >0;
e for x € M, ¢.(x,x) =0;
o if ¢o(x,y) =0 for x,y € M with d(x, y) < 2D,, then x = y;
o for x,y € M, ¢n(x,y) = du(y, x).
Further, for t € [0,1] and / € [0, D,,], let

ci(/)
t (I=0).

() |
W_{ L (1 0);

Now, we define CAT(x) spaces. In the canonical definition, we employ geodesic triangles
and their comparison triangles on the model spaces. Actually, D, is the space diameter of
the standard model spaces. In this paper, we adopt an equivalent condition to the familiar
definition of CAT(k) spaces as follows. For a uniquely D,-geodesic space M, we call it a
CAT (k) space if

¢r(tx @ (1 = t)y, z)

< (07 oe(x,2) + (1 = 1) dnly, 2) (2.1)

— ()i ¢u(x, tx @ (1= t)y) = (1 = t)fduly, tx & (1 — t)y)

for x,y,z € M with d(y,z) + d(z,x) + 1 < 2D, and t € [0, 1], where | = d(x,y). We call
the inequality (2.1) Stewart's inequality on a CAT(k) space M.

Theorem 2.1 (Kimura—Kohsaka [14]). In a CAT (k) space M,

Pr(tx @ (1= t)y, 2) < thu(x, 2) + (1 - t)op(y. 2)
for x,y,z € M with d(x,z) < D, /2 and d(y,z) < D,;/2, and for t € [0, 1].

For more details about this definition of CAT(x) spaces and Stewart's inequality, see [19].
From Stewart's inequality, we obtain the following other types of inequalities.
Theorem 2.2. Let M be a CAT (k) space. Then,
(t);{/z(l - t)f/zd’ﬁ(xr)’)
ci(1/2)
for x,y,z € M with d(y,z) + d(z,x) + | < 2D, and t € [0,1], where | = d(x, y).

Ou(tx @ (1 —t)y, z) < (8)i'du(x, 2) + (1 = t)i'd(y, 2) —

Proof. Let | € [0, D[ and t € [0, 1]. It is sufficient to show that
()72(1 = t)fnce(l)
ci(1/2)
If I =0 or k =0, then it is obvious. We might suppose that / # 0 and k # 0. Then,
()i ex((X = 1)1) + (1 — )i cu(tl)
e (thee (X = t)) + ¢ (1 — t))cu(tl)
- c.(1)

() ex((L—t))) + (1 = t)fcu(tl) =
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_ gt + (1 = 6))) = (e ()i (1 — 1)) + ¢ (1 — 1)) ()
kel (1)
_ culthe+ (1 = 8))) = (1)
kel (1) '

By the way,

2
— tnc! (é) o (;’) . (“ - t)’) .

(OF a1 — ) + (1 - t)feu(tf) = =E Cifsa) -l

_ 4ci(1/2)ci(t/2) e (1 — t)1/2)

B ¢ (/)

_ 26,(t1/2), (1 — t)1/2)

B ci(1/2)

_ altl/2) (A= 1)1/2) 2¢,(1/2)?
c.(1/2) c.(1/2) ci(1/2)
(£)772(1 = t)jpes(l)

ci(1/2)

Consequently, from Stewart's inequality of M, we have

Thus,

(t)f/z(l - t)f/QQSH(XrY)
ci(1/2)
for x,y,z € M with d(y,z) + d(z,x) + | < 2D, and t € [0, 1], where | = d(x, y). |

Ou(tx ® (1= t)y, 2) < (1) du(x, 2) + (1 — 1) ¢u(y. 2) —

Lemma 2.3. Let M be a CAT (k) space. For x,y,z € M with
d(y,z) +d(z,x) +d(x,y) < 2D,
and t €]0,1[, let | = d(x,y) and b=1— (1 —t)f. Then,

i (t1/2)pi(x, 2) — (1 = t) )0k (X, ¥)
/(1 —t1/2) '

$u(tx @ (1= t)y,2) < (1= b)py(y,2) + b-

Proof. From Theorem 2.2, we have

(O)7o(1 = )70 (x. y)
cl(1/2)

()7)2(1 = £)f)ndb(x, )
cl(1/2)

Or(tx @ (1 = t)y, z) < (t)i'du(x, 2) + (1 = t)i'du(y, 2) —

= (1 - b)gbn(yvz) + (t)7¢m(xvz) -
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Let

)b, (x, z ()72 = t)f00u(x, y)
A ( )/¢b( ) _ Wiy bc,g(////;) ' (2.2)
and then
Gu(tx ® (1 — t)y,2) < (1= b)gy(y, z) + bA.
Thus, it is sufficient to show that
L C1/2)0,(x,2) — (1= 00(x9)
c/(l—tl/2) '

If | =0, then we immediately obtain this identity. We might assume that / # 0. We know
from the equation (2.2) that

A ()7 el (1/2)dk(x, 2) = (£)75(1 = 1)) (x, ¥)
B bc!’(1/2)

By the way,

wret () = 50 () =zeim O 2 ~ O (3)

A= gtz (e (8) outro)— (- Ot

Moreover,

1
bc,.

()-S50 () it

B 1 " A t/
- o (1-7) 4 (3) ~ ot (1-3)

A i (t/2)pr(x, z) — (1 = t)]),0n(x, )
- /(1 —t1)2) '

which completes the proof. |

Consequently,

Let M be a CAT (k) space. We say that M is admissible [16] if

D,
d(x,y) < >

for all x,y € M. If kK <0, then CAT(k) spaces are always admissible.

Suppose that M is an admissible complete CAT(x) space and C is a nonempty closed
convex subset of M. Then, for x € M, we can find a unique closest point y, € C to x, that
is,

d — inf d(x,y);
(x.y5) = inf d(x,y);

see [1, 4]. We define a mapping Pc by Pcx = y, for x € M, and call it the metric projection
onto C. Then, we have the following result:
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Theorem 2.4 (Sudo [29]). Let M be an admissible complete CAT (k) space and C a nonempty
closed convex subset of M. Let {x,} be a sequence of M such that

d(Xn+1, p) < d(xn, P)

for any p € C and n € N. Then, a sequence {Pcx,} converges to a point in C.

3. Tangent Spaces and Monotone Vector Fields

In what follows, we define tangent spaces on a CAT(k) space. For more details, see
2, 3, 20].

Let M be an admissible CAT (k) space. For p,x,y € M, we define the Alexandrov angle
Ap at p by

2t2

if p# xand p # y; Ap(x,p) = Ap(p.x) = 7/2 if p # x; Ap(p, p) = 0. For more details,
refer to [2, Proposition 1.14 in Chapter |.1 and Proposition 3.1 in Chapter 11.3] for instance.

Ap(x,y) = Jlim arccos <1 - d(’ypx(t),vpy(t)f) € [0, 7]

Let M be an admissible CAT (k) space, and let p € M. We define an equivalence relation
~pon M by x ~, y if
Ap(x.y) = 0.

For x € M, we denote the direction from p to x by
Xp={zeM|x~p,z} ={ze M| Ay(x,z) =0}

Notice that [p], consists of exactly one point p. Further, we define the direction space D, M
from p by
DoM = M/~p ={[x]p | x € M}.

Then, (D,M, Ap) is a metric space, where the distance A, is well defined by

Ap([X]p. p) = Ap(x,¥)

for [x]p, [¥]p € DpM. Additionally, we define an indicator function i, from D,M into {0,1}

by
| [0 (Ixlp = [Pl,);
ip([x]p) = {1 ([x]p # [plp)

for [x], € D,M. We define an equivalence relation ~, on a Cartesian product
[0, 0] x D,M
by (r1, [x]p) = (2, [y]p) if one of the following conditions is satisfied:

o nip([x]p) = r2ip([ylp) = 0;

o riip([x]p) = n2ip(lylp) > 0 and [x], = [y],.
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Put
ToM = ([0, 0o X DyM) /).

We use a notation r[x], as [(r, [X],)]~, € TpoM, where [(r, [x]5)]~, is an equivalence class of
(r,[x]p) by ~p. In particular, we denote 0[p], by 0,. Define a bifunction d, on T,M by

dp(r[x]p. slyle) = \/fzip([X]p) +52ip([y]e) = 2rsin([x]5)ip([y]p) cos Ap(x, y)

for r[x]p, slylp € TpoM, and then (T,M, d,) is a metric space, that is, d, is a distance of
ToM. We call this metric space the tangent space on M at p. Let

™= || T,M=J {(vp.P) | v € ToM},
peM peM

and call it the tangent bundle of M. For more details about tangent spaces on geodesic
spaces, see [2, 3, 20].

Let M be an admissible CAT(k) space, and let p € M. For v, = r[v], € T,M and
t € [0, oo, we denote a point (tr)[v], of T,M by tv,. In particular, for t > 0, we denote a
point (r/t)[v], of T,M by v,/t. We define a canonical logarithmic mapping log,, from M to
ToM by
log, x = d(p, x)[x], € T,M

for x € M. Similarly, we define another logarithmic mapping log,, , by
log,. , x = ¢ (d(p, x))[x]p € T,M
for x € M. Note that
_dPX) e g x
ct(d(p.x)) —"° P
for x € M with p # x. We further define a function g, by

dp(up, Op)2 + dp(Vp, Op)2 — dp(up, Vp)2
2

8p(Up, vp) =
for up, v, € T,M. Note that the following hold:

o go(vp,vp) >0for pe Mand v, € T,M,
o go(up, vp) = gp(Vp, up) for p € M and u,, v, € T,M;

o tg,(up, Vp) = gp(up, tvp) for p e M, up, v, € T,M and t > 0;

8p(vp,0,) =0 for pe M and v, € T,M;

cr(d(x,y))* = gc(log, . y. 108, ¥) = & (logy. , x, log, , x) for x,y € M;
e d(x,y)?=g(log, y,log, y) = gy(log, x, log, x) for x,y € M.

We further know the following proposition:
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Theorem 3.1 (Kimura—Sudo [20]). Let M be an admissible CAT (k) space. Then,
8o(10g,. p X, 108, ¥) = 6P, x) + € (d(p, X))ds(p. y) — du(x,y)
for p,x,y € M.

In what follows, we introduce monotone vector fields on a CAT (k) space and their resolvent
operators. For more details, refer to [28].

Let M be an admissible CAT (k) space and A a set-valued mapping from M to a subset
of the tangent bundle TM. We call A a set-valued vector field if

Ax C T,M

for x € M. For a set-valued vector field A on M, we denote the domain and the graph of A
by

DomA = {x € M| Ax # 0};
Gph A= {(x,v) € M x TM | v, € Ax},

respectively. We call a point x € M a zero point of A if
0, € Ax.
We denote the set of all zero points of A by

ZeroA={x € M| 0x € Ax}.

Let A be a set-valued vector field on an admissible CAT(x) space M. For r > 0, we define
a set-valued vector field rA on M by

rAx = {rv, € TM | v € Ax}
for x € M. Note that for r > 0, we have

Dom(rA) = Dom A;
Zero(rA) = Zero A.

We say that A is monotone if
gx(log, y, ux) + g, (log, x,v,) <0
for (x, ux), (v, vy) € Gph A. We immediately obtain that A is monotone if and only if
gx(log,, , v, ux) + gy(|°gn,y x,vy) <0

for (x, ux), (v, v,) € Gph A. Furthermore, if A is monotone, then so is rA for r > 0.

Let M be an admissible CAT (k) space and A a set-valued vector field on M. We say that
A is resolvably monotone if it is monotone, and

{ZEM

log,. . x

eAz};é(D
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for any r > 0 and any x € M. Suppose that A is resolvably monotone. Then, for x € M and
r > 0, from the monotonicity of rA, a set

{z eM ‘ log,, , x € rAz}

consists of exactly one point. We denote such a unique point by J,4x, namely,

lo
Oz X € AZ}

{Jax} ={z €M |log, ,x € rAz} = {z eM p

for x € M. We call the mapping J,4 from M to Dom A the resolvent operator of rA. Note
that if A is resolvably monotone, then

Zero A = Fix J,p

for any r > 0, and it is closed and convex; see [28]. Here, Fix J,4 stands for the set of all
fixed points of J,4, that is,

Fix Ja = {x € M| Joax = x}.

Theorem 3.2 (Sudo [29]). Let A be a resolvably monotone vector field on an admissible
CAT (k) space M. Then, for fixed r > 0, the resolvent operator J,a is geodesically nonspread-
ing, that is,

¢)H(JrAXv JrAy) + ¢R(JrAyv JrAX) S QSR(JrAXv )/) + d)R(JrAyr X)

for x,y € M. Furthermore, if A has a zero point, then J,5 is quasinonexpansive, that is,

d(Jax, y) < d(x,y)

for x € M and y € FixJ,a = Zero A.

4. Mann Type Proximal Point Algorithm

In this section, we show a zero point approximation theorem with the Mann type proximal
point algorithm.

Let M be a metric space and {x,} a sequence of M. We call a point x € M an asymptotic
centre of {x,} if
limsup d(x,, x) = inf limsup d(x,, y).
n—o0 yYeM poeo
We further say that {x,} is A-convergent to a A-limit x [21] if x is a unique asymptotic
centre of any subsequence of {x,}. Assume that M is an admissible complete CAT (%) space.
We say that a sequence {x,} of M is k-bounded if

D
inf limsupd(x,, y) < —.
yem n—>oop ( " y) 2
We notice that the x-boundedness is the usual one in the sense of metric spaces if k < 0.
Furthermore, if {x,} is k-bounded, then it has a unique asymptotic centre, and it has a
A-convergent subsequence; see [1, 4]. Moreover, we know the following:
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Theorem 4.1 (Bacak [1], Kimura—Kohsaka [14]). Let M be an admissible complete CAT (k)
space and y € M. Then,
d(x,y) < Iirlinf d(xn, y)

whenever a k-bounded sequence {x,} of M is A-convergent to x € M.

We next prove the following proposition:

Lemma 4.2. Let A be a resolvably monotone vector field on an admissible complete CAT (k)
space M and let {r,} be a sequence of positive real numbers such that inficnre > 0. If a
k-bounded sequence {x,} of M satisfies that

lim d(J,, aXn, xn) =0,
n—o0o
then a unique asymptotic centre x € M of {x,} is a zero point of A.

Proof. Take a k-bounded sequence {x,} of M and let x € M be its unique asymptotic centre.
For simplicity, we denote J, ax, by w, for n € N. Then, x is a unique asymptotic centre of
{wy}. We first show this. Since

inf limsup d(w,,y) < inf limsup (d(wg, x,) + d(xn, ¥))

YEM psco YEM psoo
= inf limsupd(x,, y) < —,
inf limsup d(x,, y) < =
the sequence {w,} is k-bounded, and hence it has a unique asymptotic centre. Then, for any
w € M, we know that

limsup d(w,, x) < limsup (d(w,, x,) + d(xs, x))

n—o0 n—oo

= limsup d(x,, x) < limsup d(x,, w)

n—oo n—oo

< limsup (d(wp, x,) + d(w,, w))

n—oo

= limsup d(w,, w).
n—oo

It means that x is an asymptotic centre of {w,}. Fix n € N arbitrarily. Since

108, w, Xn
I'n

(Jax, log,, j,x %), (Wn, > € Gph A

and A is monotone, we have

an(Iogm,w,, JAXv log/@,w,7 X")

0 2 gJAX(logn,JAX Wh, logﬁ,JAx X) +

rn
> . (Jax, Wn) — b (Wi, X) + Or(Wa, JAX)r— Dr(JaX, Xn)
> (s, we) — () — (2L I) = Ol 20)

_ |Pr(Wn, Jax) — ¢ (Jax, xp)]

infkeN 10

1

> ¢N(JAX1 Wn) - (bn(wnv X)
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and therefore

|¢I{(Wn1 JAX) - ¢K(JAX1XH)| .

Or(Wn, Jax) < @ (W, x) + : (4.1)
mfkeN rg
Since ¢, is uniformly continuous on a compact interval and
|d(wp,, Jax) — d(Jax, x»)| < d(Wn, x,) = 0

as n — oo, letting n — oo for the inequality (4.1), we obtain

lim sup ¢, (Wn, Jax) < limsup ¢, (wp, x).

n—oo n—oo
Thus, we have Jyx = x, which implies that x € Zero A. |

Using this result, we finally show the following A-convergence theorem:

Theorem 4.3. Let A be a resolvably monotone vector field on an admissible complete CAT (k)
space M, and suppose that it has a zero point. Let {r,} be a sequence of positive real numbers
such that infren rie > 0, and let {a,} be a real sequence of [0, 1] such that sup,cyax < 1.
For a given initial point x; € M, generate a sequence {x,} of M by

Xp+1 = anXn SY (l - an)Jr AXn

n

for n € N. Then, the generated sequence {x,} A-converges to a zero point, which equals to

lim PZero AXn.
n—o0

Proof. For p € Zero A and n € N, since J, 4 is quasinonexpansive,

¢N(Xn+lr P) = ¢n(anxn @ (1 - an)JrnAXnv P)
S an¢n(Xnv P) + (1 - an)(bn(JrnAXnv P)
< QSK,(X!N P).
and hence
d(Xnt1, p) < d(xn, p). (4.2)

From Theorem 2.4, a sequence {Pzero axn} converges to a zero point x € M. Then, from the
equation (4.2), we have
d(Xnt1, X) < d(xp, X)

for n € N, and therefore a real sequence {¢,(xn, x)} is convergent and the generated sequence
{xn} is k-bounded. Furthermore, since

d(Jr,axn, x) < d(xp, x)

n

for n € N, we have
c= /1211:\1 el (d(Jraxk, x)) > 0.

Fix n € N arbitrarily. For simplicity, we denote J,, ax, by w,. Since

(x,0x), (Wn, log,. , Xn) € Gph(r,A)
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and r,A is monotone,

0> gX(logn,x Wi, Ox) + an(logn,Wn x, log w, Xp)
= 8w, (108w, X, 108, w, Xn)
> ¢ (Wn, x) + ¢ (d(Wn, X)) (W, Xn) — dr(X, Xn)
> h(Wn, X) + € (W, Xn) — DX, Xn).

Thus,
(bH(Wﬂ'X) < ¢H(XH1X) —C- (bko(Wnan)'
Therefore,
¢N(Xn+1v X) = ¢~(‘9an 2] (1 - an)an X)
S an(bka(XmX) + (1 - an)¢m(an X)
< andr(Xn, X) + (1 — an) (éx(Xn, X) = € - P (Wn, Xn))
S ¢H(an X) - C(l - an)¢n(Wnan).
and hence

C(l - an)¢H(Wn1 Xn) < Qbrc(xnvx) - ¢R(Xn+lyx)-

Since sup,cy ak < 1 and ¢ > 0, letting n — oo, we have

nIme d(Jr, aXn, Xn) = nlem d(wp, xp,) = 0.

Take a subsequence {x, } of {x,} arbitrarily. Then, inf;cy r, > 0 and

lim d(Jr, aXn;, Xn;) = 0.
I—00 !

Thus, from Lemma 4.2, a unique asymptotic centre w € M of {x, } is a zero point of A.
Then,

limsup d(Xpn;, x) < lim sup (d(Xn;» Pzero aXn;) + d(Pzero AXn;, X))
1—00 1—00
= |imsup d(Xn,-v PZeroAan)
1—00
< limsup d(x,,, w).

i—00

It implies that x = w, and hence x is a unique asymptotic centre of {x, }. Consequently, the
generated sequence {x,} A-converges to x. |

5. Halpern Type Proximal Point Algorithm

In this section, we show a zero point approximation theorem with the Halpern type proximal
point algorithm. We first show the following lemma:

Lemma 5.1. Let {a,} be a sequence of |0, 1] such that lim,_, a, = 0 and that Y ;- a2 =
oo, and {l,} a bounded sequence of [0, D, /2| for k € R. Define a sequence {b,} of |0, 1] by

by =1—-(1-a,)]

for n € N. Then, {b,} converges to 0, and >~ by = 0.
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Proof. We first show that Y, by = co. Fix n € N. If [, =0, then
by=1—(1—a,)] = a,> a.
We might assume that [, # 0. If kK =0, then
by, = a, > a,

and hence we obtain the desired result. Similarly, if kK < 0, then

_sinh((1 = an)v/=Fln) (1 — ap) sinh(v/—kly,)

>1-— =a, > a

sinh(v—rl,)  — sinh(v/—xl,) e

and thus we have b, > a2 for all n € N, when x < 0. Assume that x > 0. Although the
following discussion is essentially the same as one by Kimura and Kohsaka [17, Theorem 5.1],

we give a proof. Since
sin((1 — ap)v/kln)
sin(v/kl,)

b, =1

< sin {1 - a”),

we obtain

by =1 (1 - a)y =1 L) vich)

sin(v/kln)
1_
>1—sin 77“ 2n) =1-—sin (z— 7Tan)
2 2 2
2
Ta 0
=1— 1> 22
1 — cos > *163"

Consequently, for k > 0 and n € N, we obtain

™ 2
bn Z T63n
Therefore, in any cases, Ziozl by = oo.
We next show that
lim b, =0.
n—o00

We immediately obtain b, = a, for all n € N if kK = 0. Suppose that x = 0. If [, = 0, then
b, = a,. We might assume that /, # 0. Moreover, if k > 0, then

_ . sin((X — an)v/kly) (1 —ay)sin(v/kln) _
B O3 R O A R

Therefore, if k > 0, then {b,} converges to 0. We next consider the case where k < 0. Then,

sinh((1 — ap)v/—kly)
sinh(v/—£l,)
_ sinh(y/=kly) cosh(any/—rly) — sinh(apy/=rl,) cosh(v/=rl,)
sinh(v/—kl,)
sinh(apv/—kl,) cosh(v/—xl,)
sinh(v/—kly,)

by, =1-

=1

=1 — cosh(a,v—kl,) +
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< sinh(a,v/—kl,) cosh(v/—kl,)
- sinh(v/—£l,)
< sinh(v/—kly,) cosh(v/—kl,)
- sinh(yv/—klp,)

Consequently, for k < 0 and for all n € N, we obtain

0 < b, < ajcosh(v/—klp).
Since {/,} is bounded, {b,} converges to 0. ]

= a, cosh(v/—kly,).

Furthermore, we have the following result, which is effective for the Halpern type iteration:

Theorem 5.2 (Kimura—Saejung [18], Saejung—Yotkaew [26]). Let {s,} be a nonnegative
real sequence and {t,} a real sequence. Let {b,} be a real sequence of |0,1] such that
> re i bk = co. Suppose that

Sn+1 S (1 - bn)sn + bntn

for n € N and that
limsupt, <0
i—00
for every subsequence {s,,} of {s,} satisfying that
liminf (Sp,41 — sn;) > 0.
1—00

Then, the sequence {s,} converges to 0.

Using these results, we finally show the following convergence theorem:

Theorem 5.3. Let A be a resolvably monotone vector field on an admissible complete CAT (k)
space M, and suppose that it has a zero point. Let {r,} be a sequence of positive real numbers
such that infyen r > 0, and let {a,} be a real sequence of |0, 1] such that lim,_,o, a, = 0 and
that 3,2, a2 = co. For a given anchor point and a given initial point u,x; € M, generate a
sequence {x,} of M by

Xpt1 = anu ® (1 — ap)J,, axs

n

for n € N. Then, the generated sequence {x,} converges to Pzewo al.

Proof. Let p = Pzeroau. For n € N, since J; 4 is quasinonexpansive,

Gr(Xns1, P) = dx(ant @ (1 — an)Jr,a%n, P)
< ands(u, p) + (1 — a5) P (Jr,a%0, P)
< 3n¢~(uv P) + (1 - an)¢n(xny p)v
and hence
Dy
-

Thus, {x,} is k-bounded. Fix n € N arbitrarily. For simplicity, we denote J, ax, by w,, and
d(u, w,) by I,. Notice that

d(Jru%Xn, P) < d(x0 p) < max{d(u, p). d(x1. p)} < (5.1)

o 7"
¢ = inf c;(d(wn, p)) >0
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from the inequality (5.1). Let
b, =1—(1-a,); €]0,1[.
We know that Y2, by = co and that

lim (1—a,)f =1

n— o0

from Lemma 5.1. Furthermore, from Lemma 2.3, we have

G (Xnt1,P)

= ¢n(ant @ (1 — ap)wp, p)

i (anln/2)pr(u, p) = (1 — an)j} phr(u, wh)
C;i;/(/n - a,,/,,/2)

i (anh/2)¢n(u, p) — (1 - )7/2‘%(“1 Wn)
c(lh — anln/2) '

< (]- - bn)%(Wn, P) + b, -

< (1 - bn)¢n(xnv p) + by -

Let
Sp = ¢I{(an p)
Then, {s,} is a nonnegative real sequence. Further, let
¢ (anh/2)¢w(u, p) — (1 - )7/2¢H(U’ Wn)

th = T = ann/2) . . (5.2)

Then, we have
Sn+1 S (1 - bn)sn + bntn-

Finally, we show that {s,} converges to 0 using Theorem 5.2. Take a subsequence {s,,} of
{sn} such that

liminf (sp41 — Sn;) > 0,
11— 00

and show that
limsup t, <0.

i—00

Then, since {a,} converges to 0, we have

0 < liminf (sp41 — sn,) = liminf (¢, (Xn+1, P) — D (Xn;, P))

i—o00 1—00

= liminf (¢, (anu & (1 = 2n)Wn,, p) = Gr(Xn;. P))
<liminf (an,¢s(u, p) + (1 = an )0 (Wn;, p) = Gr(xn;, P))
—I|m|nf( w(Wn;, P) = 01(Xn;, P))

< limsup (¢ (Wn,, P) — ¢w(Xn;, p)) < 0.

i—o0
Thus,
lln;O |¢K(W”i’ P) - ¢H(X"fr P)‘ =0.

i—
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Fix i € N arbitrarily. Since
(P.0p). (Wn;, l0g,; , Xn;) € Gph(ry,A)
and A is monotone,

0> gP(logn,p Wi, 0p) + ani(logn,W,,l. P, IOgm,w,,’. Xn;)
= 8w, (108w, P 108, 1, Xn;)
> ¢ (Wa,, p) + ¢ (d(Wn,, P)) S (Wn, Xn,) — Sr(P, Xn;)
> ¢u(Wpy, P) + € G Ways X)) — Du(py Xn)-
It implies that
Or(Xn, P) = & (Wny. P)

Cc

(bﬁ(Wn;vXn;) < —0

as i — oo. Therefore,

lim d(Jy, aXn;, Xn,) = lim d(wp,, xn,) =0,
i—00 ! i—00

and then

liminf d(u, wy,) = liminf d(u, x,).
I—00 i—00

Take a subsequence {y;} of {x, } such that

lim d(u,y;) = liminf d(u, x,,)

Jj—oo i— 00

and that {y;} A-convergestoy € M. From Lemma 4.2, we have y € Zero A. Thus, Theorem

4.1 yields that

liminf d(u, wy,) = liminf d(u, x,,) = lim d(u,y;) > d(u,y) > d(u, p)
i— 00 j—oo

11— 00
since {y;} A-converges to y and p = Pgzero au. Therefore, since

lima, =0,
i—0

from the equation (5.2),

Cr/@/(ani/nf/z)(bﬁ(u' P) - (1 - ani)l/f,/./2¢ﬁ(uv an)

limsup t,, = limsup

i—00 i—00 C;/e/(/n,- - anilnr'/2)
. bw(u, p) — (U, wp,)
— I )
1

liminfi_ oo c(In;) i—00

We know that 1

liminfi 00 (1)

€ [0, 0]

(c,i(d(u, p)) — ¢ (Ii.m inf d(u, wy,)

(5.3)
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for any k € R. Thus, from the inequality (5.3), we obtain

1
limsup t,, = —
oo liminf; oo ¢ ()

(cxld(u. p)) = cx (timinf d(u, wy,)) ) <o0.
1—00
Consequently, from Theorem 5.2, we have

lim ¢x(xp, p) = lim s, =0,
n— o0 n—oo

which means that the generated sequence {x,} converges to Pzero aU. [ |

6. Conclusion

In this work, we obtained approximation theorems with two modified proximal point algo-
rithms. Particularly, Theorem 6.1 is a strong convergence theorem, unlike Theorem 1.1 and
4.3. However, the assumption of a coficient sequence {a,} is

(@) limpso0 an = 0;
(b) >opoy a; = oo

In a related result by Kimura and Kohsaka [15], it is enough to assume that (a) and

(€) 2okZy ak = oo

We know that if a sequence {a,} of ]0, 1] satisfies the condition (b), then it satisfies the
condition (c). In fact, we obtain divergence of the sum of {b,} in Lemma 5.1 even if we only
suppose the condition (c) in the case where k < 0. Thus, in the same way as Theorem 6.1,
we obtain the following result:

Proposition 6.1. Let M be a complete CAT (k) space for k < 0, and suppose that A and {r,}
are the same as Theorem 6.1. Let {a,} be a real sequence of |0, 1] such that lim,_,oc a, =0
and that >~ ax = co. Define a sequence {x,} in the same way as Theorem 6.1. Then, the
generated sequence {x,} converges to PzeroaU.

However, we cannot obtain a result such as the above proposition in the case where x > 0
so far.
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