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1. Introduction

Differential game is a mathematical method of investigating conflicts modeled in the
form of differential equations, where the players’ dynamics are usually described by first
order, nth order differential equations, and also partial differential equations (PDEs). See,
for instance ([1],[2],[3],[4],[5],[6],[7]). While some authors [8–10] have studied differential
games described by a PDE of the form

∂z

∂t
= Az + u− v, Az = −

n∑
i,j=1

∂

∂xi
(aij(x))

∂z

∂xi
, (1.1)

the authors [11, 13] studied the reduced version of (1.1) described by the following infinite
system of differential equations

·
zk +λkzk = uk − vk, k = 1, 2, 3, · · · , (1.2)

where uk and vk are control parameters of players, zk, uk, vk ∈ R and the coefficients λk,
k = 1, 2, ..., satisfy the condition 0 < λ1 ≤ λ2 ≤ · · · → +∞. Ibragimov et al. [11] studied
a pursuit differential game described by an infinite system of binary differential equations
in Hilbert space l2.

.
x=− λixi + yi + ui1 − vi1, xi(0) = xi0,
.
y=− λiyi + ui2 − vi2, yi(0) = yi0. (1.3)

The control parameters of the players are subject to geometric constraints. They obtained
an equation for the guaranteed pursuit and evasion times.

In the same line of research, generalizing the integral and geometric constraints on players
control functions has recently drawn attention of the authors ([12],[13],[14]). In [12],
a pursuit and evasion differential game problems of one pursuer/one evader and many
pursuers/one evader respectively, is studied in the space Rn, with the constraints∫ ∞

0

||u(t)||pdt ≤ ρp and

∫ ∞

0

||v(t)||pdt ≤ σp.

The authors [12] obtained sufficient conditions that guarantee the completion of a pursuit
and an evasion. They also construct the players optimal strategies in both problems, and
estimated the possible distance that an evader can preserve from pursuers.

Liu Yanfang et al. [15] modelled the scenario of two missiles P and Q intercepting a sin-
gle target as a two-pursuit single-evader non-zero-sum linear quadratic differential game.
The intercept space is decomposed into three subspaces which are mutually disjoint and
their union covers the entire intercept space. The effect of adding the second interceptor
arises in the intercept space of both P and Q (PQ-intercept space). A guidance law is de-
rived from the Nash equilibrium strategy set (NESS) of the game. Simulation studies are
focused on the PQ-intercept space. It is indicated that 1) increasing the targets maneu-
verability will enlarge PQ-intercept space; 2) the handover conditions will be released if
the initial zero-effort-miss (ZEM) of both interceptors has opposite sign; 3) overvaluation
of the targets maneuverability by choosing a small weight coefficient will generate robust
performance with respect to the target maneuvering command switch time and decrease
the fuel requirement; and 4) cooperation between interceptors increases the interception
probability.
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Zhen-Yu Li [16] investigated an orbital pursuit-evasion-defense game problem with three
players called the pursuer, the evader, and the defender, respectively. In this game, the
pursuer aims to intercept the evader, while the evader tries to escape the pursuer. A
defender accompanying the evader can protect the evader by actively intercepting the
pursuer. For such a game, a linear-quadratic duration-adaptive (LQDA) strategy is first
proposed as a basic strategy for the three players. Later, an advanced pursuit strategy is
designed for the pursuer to evade the defender when they are chasing the evader. Mean-
while, a cooperative evasiondefense strategy is proposed for the evader and the defender
to build their cooperation. Simulations determined that the proposed LQDA strategy has
higher interception accuracy than the classic LQ strategy. Meanwhile, the proposed two-
sided pursuit strategy can improve the interception performance of the pursuer against a
non-cooperative defender. But if the evader and defender employ the proposed coopera-
tion strategy, the pursuers interception will be much more difficult.

This present paper come up with a formula for a guaranteed pursuit time, when the
players dynamic is described by (1.3) and players’ control function is subject to geometric
constraints.

2. Statement of the problem

Consider the Hilbert space l2

l2 =

{
α = (α1, α2, α3, · · · ) ,

∞∑
i=1

α2
i <∞

}
,

with the norm

∥α∥ =

( ∞∑
i=1

|αi|p
) 1

p

.

A controlled object is described by the following infinite system of differential equations
.
x=− λixi + yi + ui1 − vi1, xi(0) = xi0,
.
y=− λiyi + ui2 − vi2, yi(0) = yi0, (2.1)

where x0 = (x01, x02, ...) ∈ l2, y0 = (y01, y02, ...) ∈ l2, u = (u11, u12, u21, u22, ...) and
v = (v11, v12, v21, v22, ...) are the control parameters of pursuer and evader, respectively.

Definition 2.1. A function u(t) = (u1(t), u2(t), ...), t ∈ [0, T ], with measurable coordi-
nates u(t) = (u1(t), u2(t), i = 1, 2, · · · ), subject to the condition

∞∑
i=1

(|ui1|p + |ui2|p) ≤ ρp, 0 ≤ t ≤ T (2.2)

is referred to as the admissible control of the pursuer.

Definition 2.2. A function v(t) = (v1(t), v2(t), · · · ), t ∈ [0, T ], with measurable coordi-
nates v(t) = (v1(t), v2(t), i = 1, 2, · · · ), subject to the condition

∞∑
i=1

(|vi1|p + |vi2|p) ≤ σp, 0 ≤ t ≤ T (2.3)

is referred to as the admissible control of the evader.
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Let ηi(t) = (xi(t), yi(t)), Ui = (Ui1, Ui2), vi = (vi1, vi2).

Definition 2.3 (Guaranteed Pursuit Time, T ). Pursuit is said to be completed at time
T > 0, if there exist strategies of the pursuers U(t, v(t)), such that for any admissible
control of the evader v(t), 0 ≤ t ≤ T , z(τ) = 0 at some τ, 0 ≤ τ ≤ T . In the sequel, the
number T is called guaranteed pursuit time.

Definition 2.4. A strategy of the pursuer is defined as a function of the form

U(t, v) = U0(t) + v = (U10(t) + v1, U20(t) + v2, · · · ), (2.4)

where U0(t) = (U10(t), U20(t), · · · ), Ui0(t) = (Ui01(t), Ui02(t)), has measurable coordinates
Ui0(t), 0 ≤ t ≤ T that satisfy the condition

∞∑
i=1

(
|U0
i1(t)|p + |U0

i2(t)|p
)
≤ (ρ− σ)

p
, 0 ≤ t ≤ T. (2.5)

The function η(t) = (η1(t), η2(t), · · · ) defined by the equation

ηi(t) =e
Aitηi0 +

∫ t

0

eAi(t−s) (ui(s)− vi(s)) ds, i = 1, 2, · · · , (2.6)

=eAit

[
ηi0 +

∫ t

0

eAis (ui(s)− vi(s)) ds

]
(2.7)

is the unique solution of (2.1). The representation

ηi(t) = eAitγ(t), (2.8)

where

γ(t) = (γ1(t), γ2(t), · · · ) , γi(t) = ηi0 +

∫ t

0

eAi(s) (ui(s)− vi(s)) ds (2.9)

shows that ηi(t) = 0 if and only if γi(t) = 0.

3. Main Result

Let for i = 1, 2, 3, · · ·

eAit = e−λit

[
1 −t
0 1

]
, A =

[
−λi λit
0 −λi

]
.

And let

Ωi(t) =

∫ t

0

e−Aise−A
∗
i sds (3.1)

=

∫ t

0

[
eλis −eλiss
0 eλis

] [
eλis 0

−eλiss eλis

]
ds

=

[∫ t
0
e2λis

(
1 + s2

)
ds −

∫ t
0
e2λissds

−
∫ t
0
e2λissds

∫ t
0
e2λisds

]

=

[
ψ11(t) ψ12(t)
ψ21(t) ψ22(t)

]
,
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where

ψ11(t) =

∫ t

0

e2λis
(
1 + s2

)
ds, ψ12(t) = −

∫ t

0

e2λissds (3.2)

ψ21(t) =−
∫ t

0

e2λissds, ψ22(t) =

∫ t

0

e2λisds.

A∗ is a transpose of A

|Ωi(t)| = ψ11(t)ψ22(t)− ψ2
12(t) > 0.

Hence the matrix Ωi(t) is invertible

Ω−1
i (t) =

[
ψ22(t)
|Ωi(t)| − ψ12(t)

|Ωi(t)|
− ψ21(t)

|Ωi(t)|
ψ11(t)
|Ωi(t)|

]
.

This following Lemma is crucial in the prove of our main Theorem.

Lemma 3.1.

lim
t→∞

∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
= 0 (3.3)

1 < p <∞, 0 < λ0 < λ1 ≤ λ2 ≤ · · · .

Proof. We estimate |Ωi(t)|p as follows

|Ωi(t)| =
∫ t

0

e2λis
(
1 + s2

) ∫ t

0

e2λisds−
(∫ t

0

e2λissds

∫ t

0

e2λissds

)
=

(∫ t

0

e2λisds

)2

+

∫ t

0

e2λiss2ds

∫ t

0

e2λisds−
(∫ t

0

e2λissds

∫ t

0

e2λissds

)
=

(∫ t

0

e2λisds

)2

+

∫ t

0

e2λiss2ds

∫ t

0

e2λisds−
(∫ t

0

e2λissds

)2

since by Cauchy Schwartz inequality(∫ t

0

e2λissds

)2

≤
∫ t

0

e2λiss2ds

∫ t

0

e2λisds

then

|Ωi(t)| ≥
(∫ t

0

e2λisds

)2

=ψ2
22(t),

which implies

|Ωi(t)|p ≥ ψ2p
22(t). (3.4)

And recall that

ψ22(t) =

∫ t

0

e2λisds =
e2λit − 1

2λi
≥ e2λit

2λi
(1− α2(t)) , α2(t) = e−2λ0t,
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now we have

ψp22(t) ≥
e2pλit

2pλpi
(1− α2(t))

p
. (3.5)

Let

fi(t) =
2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p

looking at (3.4) we then have

fi(t) ≤
2pepλitψp22(t)∥ηi0∥p

ψ2p
22(t)

=
2pepλit∥ηi0∥p

ψp22(t)

from inequality (3.5), fi(t) can be express as

fi(t) ≤
2pepλit∥ηi0∥p

e2pλit

2pλp
i
(1− α2(t))

p

=
22pλpi ∥ηi0∥p

epλit (1− α2(t))
p

=
22pλpi
epλit

.
1

(1− α2(t))
p .∥ηi0∥p.

In view of the inequality e2pλit > 22pλpi t
p, we can establish the following relation

22pλpi
epλit

.
1

(1− α2(t))
p ≤ 22pλpi

(22pλpi t
p)
.

1

(1− α2(t))
p

=
1

tp
.

1

(1− α2(t))
p

=
1

tp
.

1

(1− α2(t))
p .

Therefore

∞∑
i=1

fi(t) ≤
1

tp
.

1

(1− α2(t))
p

∞∑
i=1

∥ηi0∥p. (3.6)

The right-hand side of this inequality (3.6) approaches 0 as t→ +∞ since limt→∞ α2(t) =
0, i = 1, 2,. This is the required conclusion. This Lemma clearly indicate that, there is
indeed a number θ that satisfies inequality (3.7) in the following Theorem.

Theorem 3.2. Let ρ > σ and let a positive number t = θ satisfy the inequality

∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
≤ (ρ− σ)

p
, (3.7)

then, θ is a guaranteed pursuit time in game (2.1)
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we construct the strategy for the pursuer as follows

ui(t) =

 −e−tA
∗
Ω−1(θ)ηi0 + vi(t), 0 ≤ t ≤ θ,

vi(t), t > θ.
(3.8)

The functions U0
i i = 1, 2, ..., in Definition 2.4 are defined as follows

u0i (t) =

 −e−tA
∗
Ω−1(θ)ηi0 + vi(t), 0 ≤ t ≤ θ,

0, t > θ.
(3.9)

To show the admissibility of the constructed strategy, first, we prove inequality (2.5), that
is

gi(t) =
∣∣∣−e−tA∗

Ω−1(θ)ηi0

∣∣∣ = eλit

|Ωi(θ)|

∣∣∣∣[ 1 0
−t 1

] [
ψ22(t) ψ12(t)
ψ21(t) ψ11(t)

] [
x0
y0

]∣∣∣∣
gi(t) =

eλit

|Ωi(θ)|

∣∣∣∣[ 1 0
−t 1

] [
ψ22(t) ψ12(t)
ψ21(t) ψ11(t)

] [
x0
y0

]∣∣∣∣
=

eλit

|Ωi(θ)|

∣∣∣∣[ ψ22(t) ψ12(t)
−tψ22(t) + ψ21(t) −tψ12(t) + ψ11(t)

] [
x0
y0

]∣∣∣∣
=

eλit

|Ωi(θ)|

∣∣∣∣[ ψ22(t)x0 + ψ12(t)y0
x0 (−tψ22(t) + ψ21(t)) + y0 (−tψ12(t) + ψ11(t))

]∣∣∣∣
|gi(t)|p =

epλit

|Ωi(θ)|p
|ψ22(t)x0 + ψ12(t)y0|p + |x0 (−tψ22(t) + ψ21(t)) + y0 (−tψ12(t) + ψ11(t)) |p.

|gi(t)|p ≤
epλit

|Ωi(θ)|p
|ψ22(t)x0 + ψ12(t)y0|p + |x0 (−tψ22(t) + tψ21(t)) + y0 (−tψ12(t) + tψ11(t)) |p.

Since |a+ b|p ≤ 2p (ap + bp), then

|gi(t)|p ≤
epλit

|Ωi(θ)|p
2p (|ψ22(t)x0|p + |ψ12(t)y0|p) + 2p|x0 (−tψ22(t) + tψ21(t)) |p

+ 2p|y0 (−tψ12(t) + tψ11(t)) |p.

From (3.2), it clear to see that ψ11(t) > ψ22(t) > ψ12(t) = ψ12(t), then

|gi(t)|p ≤
epλit

|Ωi(θ)|p
2p (|ψ22(t)x0|p + |ψ22(t)y0|p) + 2p|x0 (−tψ22(t) + tψ22(t)) |p

+ 2p|y0 (−tψ12(t) + tψ11(t)) |p

=
epλit

|Ωi(θ)|p
2p (|ψ22(t)x0|p + |ψ22(t)y0|p) + 2p (|y0 (−tψ12(t) + tψ11(t)) |p)

≤ epλit

|Ωi(θ)|p
2p|ψ22(t)|p (|x0|p + |y0|p) + (2|y0|)p (|tψ11(t)− tψ12(t) + (tψ12(t)− tψ11(t))|p)

=
epλit

|Ωi(θ)|p
2p|ψ22(t)|p (|x0|p + |y0|p)

=
epλit

|Ωi(θ)|p
2p|ψ22(t)|p (|x0|p + |y0|p) .
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Therefore

|gi(t)|p ≤
epλit

|Ωi(θ)|p
.2p|ψ22|p∥ηi0∥p

=
2pepλitψp22∥ηi0∥p

|Ωi(t)|p
.

From this we conclude that

∞∑
i=1

∥U0
i ∥p =

∞∑
i=1

∣∣∣−e−tA∗
Ω−1
i (θ)ηi0

∣∣∣p (3.10)

=

∞∑
i=1

|gi(t)|p

≤
∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
, (3.11)

and from our assertion in Theorem 3.2

∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
≤ (ρ− σ)

p
, (3.12)

therefore

∞∑
i=1

∥U0
i ∥p ≤ (ρ− σ)

p
.

Next we show the admissibility of strategy 3.9 as follows

∥U(t)∥ =∥U0(t) + v(t)∥ (3.13)

≤∥U0(t)∥+ ∥v(t)∥

=

( ∞∑
i=1

|U0
i |p|

) 1
p

+

( ∞∑
i=1

|vi|p|

) 1
p

≤ (ρ− σ) + σ

=ρ.

This show that the strategy is admissible.

What remains is to prove that the time θ is the guaranteed pursuit time, by showing that
η(θ) = 0 when the pursuer use the above admissible strategy. And it suffices to show that
γi(θ) = 0.
From equation (2.9),

γi(t) =ηi0 +

∫ t

0

e−Ais (Ui(s)− vi(s)) ds.
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Substituting the admissible strategy and the time θ, we have

γi(θ) =ηi0 +

∫ θ

0

e−Ais
(
−e−sA

∗
Ω−1(θ)ηi0 + vi(s)− vi(s)

)
ds

=ηi0 +

∫ θ

0

e−Ais
(
−e−sA

∗
Ω−1(θ)ηi0

)
ds

=ηi0 −
∫ θ

0

e−Ais
(
e−sA

∗
Ω−1(θ)ηi0

)
ds

looking at (3.1), γi(θ) became

γi(θ) =ηi0 − Ω(θ)Ω−1(θ)ηi0

=ηi0 − ηi0.

Therefore γi(θ) = 0; hence η(θ) = 0. Thus, the pursuit is completed exactly at the time
θ. This completes the proof of the theorem.

4. numerical example

Consider of a differential game described by infinite system of differential equations
(2.1), and the initial position of the players is given by xi0 = (1, 0, ...) and yi0 = (0, 0, ...)
respectively. Let ηi0 = xi0 − yi0 = (1, 0, ...), p = 2, λ1 = 1, λ2 = 2, λ3 = 3, · · · , λk = k, · · ·
that is λi = i ∀i ∈ Z. Let θ = ln( 12 ), ρ = 5 and σ = 2 be the resources of pursuer and
evader respectively.
According to Theorem 3.2, guaranteed pursuit time have to satisfy the following condition

∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
≤ (ρ− σ)

p
. (4.1)

Now starting with the R.H.S of (4.1)

(ρ− σ)
p
= (5− 2)

2
= 9.

The next step is to compute the value of L.H.S of (4.1) and compare it with the R.H.S
At the L.H.S of (4.1) we have

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
.

We compute for the denominator as follows

|Ωi(t)| =
(∫ t

0

e2λisds

)2

+

∫ t

0

e2λiss2ds

∫ t

0

e2λisds−
(∫ t

0

e2λissds

)2

=

(
1

2λi

[
e2λit − 1

])2

+

(
t2e2λit

2λi
− te2λit

2λi
+
e2λit

4λ2i
− 1

2λ2i

)(
1

2λi

[
e2λit − 1

])
−
(
te2λit

2λi
− e2λit

4λ2i
− 1

4λ2i

)2

.

For i = 1, λ1 = 1 and t = ln(0.5) we have

|Ω1(t)| = −0.779.
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Therefore

2pepλ1tψp22(t)∥η10∥p

|Ω1(t)|p
=
22e2(1) ln(0.5)

(
1

2λ1

[
e2λ1t − 1

])p
(1)2

(−0.779)2

=
4
(

1
2(1)

[
e2(1) ln(0.5) − 1

])2
(1)2

(−0.779)2

=0.

For i = 2, λ2 = 2 and t = ln(0.5) we have

|Ω2(t)| = −0.091

Therefore

2pepλ2tψp22(t)∥η20∥p

|Ω2(t)|p
=
22e2(2) ln(0.5)

(
1

2λ2

[
e2λ2t − 1

])p
(1)2

(−0.091)2

=
4
(

1
2(2)

[
e2(2) ln(0.5) − 1

])2
(1)2

(−0.091)2

=− 59.52.

For i = 3, λ3 = 3 and t = ln(0.5) we have

|Ω3(t)| = −0.243.

Therefore

2pepλ3tψp22(t)∥η30∥p

|Ω3(t)|p
=
22e2(3) ln(0.5)

(
1

2λ3

[
e2λ3t − 1

])p
(1)2

(−0.243)2

=
4
(

1
2(3)

[
e2(3) ln(0.5) − 1

])2
(1)2

(−0.243)2

=− 5.49.

From these computations, it is clear that all the values of

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p

are running in negative side of R, which implies that

∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
= −k, k ∈ R+

−k < 9 ∀k ∈ R+, hence the L.H.S of (4.1) is less than the R.H.S. That is

∞∑
i=1

2pepλitψp22(t)∥ηi0∥p

|Ωi(t)|p
≤ (ρ− σ)

p
.

Now since the hypothesis of the Theorem 3.2 holds at time t = ln(0.5), then pursuit can
be completed and hence t = ln(0.5) is the guaranteed pursuit time.
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5. Conclusion

We have studied a pursuit differential game described by an infinite system of binary
differential equations. Control functions of pursuers and evader are subject to geometric
constraints. We provided a condition in the Theorem 3.2, such that when ever a certain
time θ satisfies it, that time θ is the guaranteed pursuit time. We also state and proved
Lemma 3.3 which helped us in the prove of our main theorem. We further gave numerical
example to illustrate our results.
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