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1. Introduction

Let E to be a real Banach space with dual space, E∗. The problem of finding a point
u∗ ∈ E that satisfies the inclusion:

0 ∈ (A+ B)u∗, (1.1)

where A and B are respectively, single valued and multi-valued monotone operators is
popularly known as monotone inclusion problem (MIP). In consistency with what has
been frequently used in the literature, we shall denote the set of solution to the MIP
(1.1) by (A+ B)−1(0∗). The MIP allows an elegant formulation to a wide range of prob-
lems which involves finding an optimal solution for optimization related problems such
as mathematical programming, optimal control and variational inequalities, to mention
a few, (see, e.g., [4, 17, 40, 44] and the references therein). The MIP have found its
various applications in diverse areas of mathematics such as image processing, statistical
regression and signal recovery (see, e.g., [6, 18–20, 22, 35] and the references therein).

Due to the variety of applicability and importance of the monotone inclusion problem,
over the years researchers in this direction have proposed different iterative methods for
solving (1.1) (see [1, 3, 7, 8, 10, 15, 21, 26, 29, 30, 43]). One of such method is the
forward-backward splitting method introduced by Lions and Mercier [26] in the settings
of real Hilbert space H. This method is implemented in the following manner: Given an
initial guess q0 ∈ H and setting k = 0, the next point of the sequence is generated by:

qk+1 = JB
λk
(qk − λkAqk), k ≥ 0, (1.2)

where JB
λk

:= (I + λkB)−1 is the resolvent operator of the maximal monotone operator
B, I is the identity function and {λk} is a sequence with non-negative points on R. Lions
and Mercier [26] proved that the sequence {qk} generated by (1.2) converges weakly to a
solution of the MIP (1.1) under the restrictive condition that the operator A is α-inverse
strongly monotone. However, as rightly pointed out by Tseng [41], this condition on A
limits the applicability of the algorithm.

The Tseng’s iterative splitting method is another iterative method for solving MIP
which does not require inverse strongly monotonicity assumption on any of the functions.
It was introduced by Tseng [41] in 2000. The Tseng iterative method is computed using
the following procedures, let q1 ∈ H:{

yk = JB
λk
(qk − λkA),

qk+1 = yk − λk(Ayk −Aqk), ∀ k ≥ 1,

where A is monotone and L-Lipschitz operator, B is a multi-valued operator and {λk} is
a sequence in (0, 1

L ).

Remark 1.1. Although, Tseng [41] was able to dispense with the restriction on the oper-
ator A in algorithm (1.2), a drawback of his method is that it requires the prior knowledge
of the Lipschitz constant to evaluate the step-size {λk}. However, from practical point of
view, the Lipschitz constant in this case is very difficult to approximate.

In 2019, Shehu [37] extended the Tseng’s [41] iterative method to the setting of 2-
uniformly convex Banach space E as follows:
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
q1 ∈ E ,
yk = JB

λn
◦ J−1(Jqk − λkAqk),

qk+1 = J−1(Jyk − λk(Ayk −Aqk)),

(1.3)

where A : E → E∗ is monotone and L-lipschitz continuous, B : E → 2E
∗
is a maximal

monotone operator, JB
λn

:= (J +λnA)−1J is the resolvent of B and J denotes the duality
mapping from E into E∗. A weak convergence result was obtained. It is worth-mentioning
that the λn in (1.3) depends on the Lipschitz constant.

Very recently, the results of Tseng [41] and Shehu [37] was extended by Sunthrayuth
et al. [36] to the setting of a reflexive Banach spaces. The authors [36] introduced two
iterative algorithms for solving MIP and fixed point problem for a Bregman relatively
nonexpansive mapping. One of these iterative method is defined below:

Algorithm 1 Mann splitting algorithm for solving MIP.

Initialization: Choose λ1 > 0, µ, θ ∈ (0, σ), where σ is a constant defined in (2.3).
Let q1 ∈ E be arbitrary starting points.
Iterative step:
Step 1: Compute

wk = JB
λk∇g∗(∇g(qk)− λkA(qk)).

Step 2: Compute

zk = ∇g∗(∇g(wk)− λk(A(wk)−A(qk)),

where λk+1 is updated as follows:

λk+1 =

min

{
µ∥qk − wk∥
∥Aqk −Awk∥

, λk

}
if Aqk ̸= Awk,

λk, otherwise.

(1.4)

Step 3: Compute

qk+1 = ∇g∗((1− αk)∇g(zk) + αk∇g(Tzk)).

Stopping criterion: If qk+1 = zk for some positive k then stop.
Otherwise set k := k + 1 and return to Iterative step .

A weak convergence result was obtained using their iterative algorithm without any
prior knowledge of the Lipschitz constant of the underlying operator. The other iterative
method employed an armijo linesearch to eradicate the existence of Lipschitz constant.
It is well-known that a linesearch approach would necessitate numerous additional com-
putations and further increase the computational cost of Algorithm 1 of [36]. Also, the
self-adaptive stepsize employed in Algorithm 2 of [36] reduces to the one used in this
article if ηn ≡ 0.

Inspired by the heavy ball methods of a two-order time dynamical system, Polyak [34]
and Nestrov [32] proposed the following inertial method:{

uk = qk + θk(qk − qk−1),

qk+1 = uk − λk ▽ f(uk), ∀ k ≥ 1,
(1.5)
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where θk ∈ [0, 1) is simply the inertial and λk is a non-negative (see, e.g., [5, 9, 38, 39]).
This idea is now known as inertial extrapolation method. In 2008, the concept of inertial
extrapolation was developed with the Mann iterative algorithm by Maingé [28], they
expressed their method as follows:{

yk = qk + θk(qk − qk−1),

qk+1 = (1− λk)yk + λkTyk,

for each k ≥ 1. Result from this iterative scheme shows that the sequence {qk} is weakly
convergent to the fixed point problem of the underlying mapping using the conditions
stated below:

(i) θk ∈ [0, ν) for each k ≥ 1, where ν ∈ [0, 1),

(ii)
∞∑
k=1

θk∥qk − qk−1∥ < ∞,

(iii) 0 < lim inf
k→∞

λk ≤ lim sup
k→∞

λk < 1.

Spurred by the results in [41], [37], [36] and results from related literature in this
direction, we develop a new parallel method of iteration equipped with an inertial extrap-
olation method for solving a common solution of a finite family of MIP and fixed point
problems for Bregman strongly nonexpansive mapping in the framework of a reflexive
Banach space. We establish a strong convergence result for solving the finite families of
the discussed problems without the knowledge of the Lipschitz constant of the underlying
operator. We selected our stepsize to be self-adaptive, therefore it does not require the
knowledge of the Lipschitz constant as well as the sequential weak continuity of the op-
erator. In summary, we illustrate few numerical experiments to show that our proposed
method is implementable. Our result is a further contribution to related results in the
literature. We highlights of some of the contributions in this study:

(i) Results from [2, 37, 41] were extended to a more general Banach spaces.
(ii) Introduction of a self-adaptive procedure which increase from iteration to iteration

and is independent of the Lipschitz constant of underlying operator is studied.
This differs from the methods of Shehu [37] and Tseng [41] where the knowledge
of Lipschitz constant is known.

(iii) A strong convergence result desirable to weak convergence result was established
(see [36]).

(iv) We were able to obtain a strong convergence result without the assumption
∞∑
k=1

θk∥qk − qk−1∥ < ∞ and
∞∑
k=1

∥qk − qk−1∥ < ∞, where θk is the inertial factor.

2. Preliminaries

In this section, we denote strong and weak convergence by ”→” and ”⇀”, respectively.
Let C be a nonempty closed and convex subset of E . Let g : E → (−∞,+∞] be

a proper, lower semicontinuous and convex function, then the Fenchel conjugate of g
denoted by g∗ : E∗ → (−∞,+∞] is defined by

g∗(u∗) = sup{⟨u∗, u⟩ − g(u) : u ∈ E}, u∗ ∈ E∗.
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The domain of g be denoted as dom(g) = {u ∈ E : g(u) < +∞}, thus for any u ∈ intdomg
and v ∈ E , the right-hand derivative of g at x in the direction of v is defined by

g0(u, v) = lim
t→0+

g(u+ tv)− g(u)

t
.

The function g is said to be

(i) Gâteaux differentiable at u if limt→0+
g(u+tv)−g(u)

t exists for any v. In this case,

g0(u, v) coincides with ∇g(u);
(ii) Gâteaux differentiable, if it is Gâteaux differentiable for any u ∈ intdomg;
(iii) Fréchet differentiable at u, if its limit is attained uniformly in ||v|| = 1;
(iv) Uniformly Fréchet differentiable on a subset C of E , if the above limit is attained

uniformly for u ∈ C and ||v|| = 1.

Let g : E → (−∞,+∞] be a mapping, then g is said to be:

(i) essentially smooth, if the subdifferential of g denoted as ∂g is both locally bounded
and single-valued on its domain, where ∂g(u) = {w ∈ E : g(u) − g(v) ≥ ⟨w, v −
u⟩, v ∈ E};

(ii) essentially strictly convex, if (∂g)−1 is locally bounded on its domain and g is
strictly convex on every convex subset of dom ∂g;

(iii) Legendre, if it is both essentially smooth and essentially strictly convex. See
[12, 13] for more details on Legendre functions.

Alternatively, a function g is said to be Legendre if it satisfies the following conditions:

(i) The intdomg is nonempty, g is Gâteaux differentiable on intdomg and
dom∇g = intdomg;

(ii) The intdomg∗ is nonempty, g∗ is Gâteaux differentiable on intdomg∗ and
dom∇g∗ = intdomg.

Let g : E → (−∞,+∞] be a Gâteaux differentiable function. The modulus of total
convexity of g at x ∈ domg is the function υg(x, .) : [0,+∞) → [0,+∞) defined by

υg(x, t) := inf{Dg(y, x) : y ∈ domg, ||y − x||}.

If Bs := {z ∈ E : ||z|| ≤ s} for all s > 0. Then, a function g : E → R is called uniformly
convex on bounded subsets of E , [ see pp. 203 and 221] [45] if ρst > 0 for all s, t > 0,
where ρs : [0,+∞) → [0,∞] is defined by

ρs(t) = inf
x,y∈Bs,||x−y||=t,α∈(0,1)

αg(x) + (1− α)g(y)− g(α(x) + (1− α)y)

α(1− α)
,

for all t ≥ 0, with ρs denoting the gauge of uniform convexity of g. The function g is also
said to be uniformly smooth on bounded subsets of E, [see pp. 221] [45], if limt↓0

σs

t , for
all s > 0, where σs : [0,+∞) → [0,∞] is defined by

σs(t) = sup
x∈B,y∈SE ,α∈(0,1)

αg(x) + (1− α)ty) + (1− α)g(x− αty)− g(x)

α(1− α)
,

for all t ≥ 0. The function g is said to be uniformly convex if the function δg : [0,+∞) →
[0,+∞) defined by

δg(t) := sup
{1
2
g(x) +

1

2
g(y)− g(

x+ y

2
) : ||y − x|| = t},

satisfies limt↓0
δg(t)

t = 0.
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Definition 2.1. [14] Let g : E → (−∞,+∞] be a convex and Gâteaux differentiable
function. Then, the function Dg : E × E → [0,+∞) defined by

Dg(u, v) := g(u)− g(v)− ⟨∇g(v), u− v⟩ (2.1)

is called the Bregman distance with respect to g, where u, v ∈ E.

However, the Bregman distance satisfies the following three point identity: for any
u ∈ domg and v, z ∈ intdomg,

Dg(u, v) +Dg(v, z)−Dg(u, z) = ⟨∇g(z)−∇g(v), u− v⟩. (2.2)

Also, the relationship between Dg and ||.|| with strong convexity constant σ > 0 i.e.,

Dg(x, y) ≥
σ

2
||x− y||2, ∀ x ∈ domg, y ∈ int(domg). (2.3)

Let U : C → int(domg) be a nonlinear operator. An element p ∈ C is said to be a fixed
point of U if Up = p. We denote by F (U) fixed point set of the operator U . In addition,
a point p ∈ F (U) is said to be an asymptotic fixed point of U if C contains a sequence

{xk} such that {xk} ⇀ p and lim
k→∞

||Uxk − xk|| = 0. We denote by F̂ (U) the asymptotic

fixed point set of U . The mapping U is called

(i) Bregman nonexpansive, if

Dg(Uq,Ur) ≤ Dg(q, r),∀ q, r ∈ C,

(ii) Bregman relatively nonexpansive, if F (U) ̸= ∅, and

Dg(z,Uq) ≤ Dg(z, q), ∀ z ∈ F (U), q ∈ C and ˆF (U) = F (U), (2.4)

(iii) Bregman firmly nonexpansive (BFNE) if

⟨∇g(Uq)−∇g(Ur),Uq − Ur⟩ ≤ ⟨∇g(q)−∇g(r),Uq − Ur⟩,∀ q, r ∈ C.

(iv) Bregman strongly nonexpansive (BSNE) with F̂ (U) ̸= ∅ if

Dg(z,Uq) ≤ Dg(z, q),∀ r ∈ C, z ∈ F̂ (U),

for any bounded sequence {qk}k≥1 ⊂ C,

lim
k→∞

(Dg(z, q
k)−Dg(z,Uqk)) = 0

implies

lim
n→∞

Dg(Uqk, qk) = 0.

(v) quasi-Bregman nonexpansive if F (U) ̸= ∅ and for all q ∈ C, z ∈ F (T )

Dg(z,Uq) ≤ Dg(z,U).

Definition 2.2. A function g : E → R is called strongly coercive if

lim
||qk||→∞

g(qk)

||qk||
= ∞.

Lemma 2.3. [16] Let E be a reflexive Banach space, g : E → R be a strongly coercive
Bregman function and V be a function defined by

V (u, u∗) = g(u)− ⟨u, u∗⟩+ g∗(u∗), x ∈ E , u∗ ∈ E∗.
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Then the following holds:

Dg(u,∇g∗(u∗)) = V (u, u∗), for all x ∈ E∗ and u∗ ∈ E∗.

V (u, u∗) + ⟨∇g∗(u∗)− u, v∗⟩ ≤ V (u, u∗ + v∗) for all u ∈ E and u∗, v∗ ∈ E∗.

Lemma 2.4. [16] Let E be a Banach space and g : E → R a Gâteaux differentiable func-
tion which is uniformly convex on bounded subsets of E. Suppose {xk}k∈N and {yk}k∈N
are bounded sequences in E. Then,

lim
k→∞

Dg(y
k, xk) = 0 ⇒ lim

k→∞
||yk − xk|| = 0.

Lemma 2.5. [24] Suppose g : E → R is a Gâteaux differentiable function which is
uniformly convex on bounded subsets of E. If u0 ∈ E and the sequence {Dg(u

k, u0)} is
bounded, then the sequence {uk} is also bounded.

Definition 2.6. Let E be a reflexive Banach space and C be a nonempty closed and
convex subset of E. A Bregman projection of x ∈ int(domg) onto C ⊂ int(domg) is the
unique vector ProjgC(x) ∈ C satisfying

Dg(ProjgC(u), u) = inf{Dg(v, u) : v ∈ C}.

Lemma 2.7. [11] Let E be a real Banach space and A : E → E∗ be a monotone, hemi-
continuous and bounded operator. Suppose B : E → E∗ is a maximal monotone operator.
Then A+ B is maximal monotone.

Lemma 2.8. [31] Let g : E → (−∞,+∞] be a continuous uniformly convex function on
bounded subsets of X and τ > 0 be a constant. Then

g
( n∑
k=0

δkxk

)
≤

n∑
k=0

δkg(xk)− δiαjρτ (∥xi − xj∥),

for all i, j ∈ N ∪ {0}, xk ∈ Br, δk ∈ (0, 1) and k ∈ N ∪ 0 with
∑n

k=0 δk = 1, where ρs is
the gauge of uniform convexity of g.

Lemma 2.9. [42] Let {un} be a sequence of nonnegative real numbers, {αn} be a sequence

of real numbers in (0, 1) such that
∞∑

n=1
αn = ∞ and {vn} be a sequence of real numbers.

Assume that

un+1 ≤ (1− αn)un + αnvn ∀ n ≥ 1.

If lim sup
k→∞

vnk
≤ 0 for every subsequence {unk

} of {un} satisfying the condition

lim inf
k→∞

(unk+1 − unk
) ≥ 0,

then lim
n→∞

un = 0.

3. Main Result

In this section, we introduce a parallel iterative method for approximating finite families
of MIP and fixed point problem of Bregman strongly nonexpansive mapping which is
based on Tseng’s method. Below are some important assumptions:
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Assumption 3.1.

(B1) Suppose E is a real Banach space, the mapping Aj : E → E∗, j = 1, 2, . . . N be a
monotone and Lj-Lipschitz continuous.

(B2) For j = 1, 2, · · · , N, let Bj : E → 2E
∗
be a maximal monotone mapping and

T j : E → E be a finite family of Bregman strongly nonexpansive mapping.
(B3) Suppose g : E → R ∪ {+∞} is a function that is Legendre, uniformly Fréchet

differentiable, ρ-strongly convex, and bounded on bounded subsets of E .
(B4) The solution set ∆ :=

∞∩
j=1

(F (T j)
∩
(Aj +Bj)−1(0)) is nonempty.

Assumption 3.2.

(D1) αk ∈ (0, 1) such that lim
k→∞

αk = 0 and
∞∑
k=1

αk = ∞.

(D2) ◦(αk) = 1
k2 , i.e. lim

k→∞
1

k2αk = 0,

(D3) βk,j ∈ (0, 1) such that
N∑
j=0

βk,j = 1 and lim inf
k→∞

βk,0βk,j > 0, j = 1, 2, · · · , N.

(D4) {ηk} is a nonnegative real numbers sequence such that
∞∑
k=1

ηk < ∞.

Algorithm 2 A parallel inertial self adaptive method for solving MIP and fixed point
problems.

Initialization: Choose λ1 > 0, µ, θ ∈ (0, σ), such that σ is a constant defined in (2.3)
and θ ∈ (0, 1) . Let x0, x1 ∈ E be arbitrary starting points.

Iterative step: Given xk+1 and λk+1 for each k ≥ 1 as follows:

Step 1: Given xk−1, xk and λk, choose θk ∈ [0, θk] where

θ̄k =

min

{
1

k2∥xk − xk−1∥
, θ

}
, if xk ̸= xk−1,

θ, otherwise.
(3.1)

Step 2: Calculate{
zk = ∇g∗(∇g(xk) + θk(∇g(xk−1)−∇g(xk)))

wk,j = JBj

λk ∇g∗(∇g(zk)− λkAj(zk))
(3.2)

Step 3: Calculate

yk,j = ∇g∗(∇g(wk,j)− λk(Aj(wk,j)−Aj(zk)), (3.3)

and λk+1 is updated as stated below:

λk+1 =

min

{
min

1≤j≤N

{
µ∥zk − wk,j∥

∥Ajzk −Ajwk,j∥

}
, λk + ηk

}
if Ajzk ̸= Ajwk,j ,

λk + ηk, otherwise.

(3.4)

Bangmod Int. J. Math. & Comp. Sci., 2025



A New Parallel Inertial Splitting Algorithm for Inclusion and Fixed Point Problems 429

Step 4: Calculate

uk = ∇g∗(βk,0∇g(zk) +

N∑
j=1

βk,j∇g(T jyk,j)) (3.5)

Step 5: Calculate xk+1 by

xk+1 = ∇g∗(αk∇g(x0) + (1− αk)∇g(uk)) (3.6)

Stopping criterion: If xk+1 = zk for k ≥ 1 then stop. Otherwise set k := k+1 and
return to Iterative step .

Remark 3.3. Our step size is allowed to increase from iteration to iteration and hence
the dependence on the initial step size λ0 is being reduced by our method. From (D4) of
Algorithm 2, it can be seen that {ηk} is summable, then we get that lim

k→∞
ηk = 0. So the

stepsize λk may be non-increasing if k is large. If ηk ≡ 0, then the stepsize in Algorithm
2 reduces to the ones in [25, 34, 36].

Remark 3.4. Note that the property of Aj , j = 1, 2, · · · , N in (B1) is weaker than the
inverse strongly monotone imposed on the operators in [23, 33].

Lemma 3.5. Let {λk} be defined as in (3.4). Thus we obtain lim
k→∞

λk = λ and λ ∈

min
[
min{ µ

Lj
, λ0}, λ0 + η], where η =

∞∑
k=0

ηk.

Proof. It can be seen from Assumption 3.1 that Aj is Lipschitz continuous with constant
Lj > 0. Now, when Aj(zk)−Aj(wk,j) ̸= 0, we have

µ∥zk − wk,j∥
∥Ajzk −Ajwk,j∥

≥ µ∥zk − wk,j∥
Lj∥zk − wk,j∥

=
µ

Lj
, j = 1, 2, · · · , N.

Thus, by the definition of λk+1 in (3.4) and applying mathematical induction, then the
sequence {λk} has a lower bound of min

{
min

1≤j≤N
{ µ
Lj

}, λ0 + η0
}
. The remaining part of

the proof follows from Lemma 3.1 in [27], so we exclude it.

Lemma 3.6. Let {xn} be generated iteratively by Algorithm 2 and a ∈ ∆, then the
following inequality holds:

Dg(a, y
k,j) ≤ Dg(a, z

k)−
(
1− µλk

ρλk+1

)[
Dg(w

k,j , zk) +Dg(y
k,j , wk,j)

]
.

Proof. Let a ∈ ∆, then using (2.1), we have

Dg(a, y
k,j) = Dg(a,∇g∗(∇g(wk,j)− λk(Aj(wk,j)−Aj(zk)))

= g(a)− g(yk,j)− ⟨a− yk,j ,∇g(wk,j)− λk(Aj(wk,j)−Aj(zk))⟩
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= g(a)− g(yk,j)− ⟨a− yk,j ,∇g(wk,j)⟩

+ λk⟨a− yk,j , Aj(wk,j)−Aj(zk)⟩

= g(a)− g(wk,j)− ⟨a− wk,j ,∇g(wk,j)⟩+ ⟨a− yk,j ,∇g(wk,j)⟩

+ g(wk,j)− g(yk,j)− ⟨a− yk,j ,∇g(wk,j)⟩

+ λk⟨a− yk,j , Aj(wk,j)−A(zk)⟩

= g(a)− g(wk,j)− ⟨a− wk,j ,∇g(wk,j)⟩ − g(yk,j) + g(wk,j)

+ ⟨yk,j − wk,j ,∇g(wk,j)⟩+ λk⟨a− yk,j , Aj(wk,j)−Aj(zk)⟩

= Dg(a,w
k,j)−Dg(y

k,j , wk,j) + λk⟨a− yk,j , Aj(wk,j)−Aj(zk)⟩.
(3.7)

Using (2.2), we obtain

Dg(a,w
k,j) = Dg(a, z

k)−Dg(w
k,j , zk)

+ ⟨a− wk,j ,∇g(zk)−∇g(wk,j)⟩. (3.8)

By combining (3.7) and (3.8), we have

Dg(a, y
k,j) = Dg(a, z

k)−Dg(w
k,j , zk) + ⟨a− wk,j ,∇g(zk)−∇g(wk,j)⟩

−Dg(y
k,j , wk,j) + λk⟨a− yk,j , Aj(wk,j)−Aj(zk)⟩

= Dg(a, z
k)−Dg(w

k,j , zk) + ⟨a− wk,j ,∇g(zk)−∇g(wk,j)⟩

−Dg(y
k,j , wk,j) + λk⟨wk,j − yk,j , Aj(wk,j)−Aj(zk)⟩

− λk⟨wk,j − a,Aj(wk,j)−Aj(zk)⟩

= Dg(a, z
k)−Dg(w

k,j , zk)−Dg(y
k,j , wk,j)

+ λk⟨wk,j − yk,j , Aj(wk,j)−Aj(zk)⟩

− ⟨wk,j − a,∇g(zk)−∇g(wk,j)− λk(Aj(zk)−Aj(wk,j)). (3.9)

By applying step 2 of Algorithm 2, it can be seen that ∇g(zk)− λkAj(zk) ∈ ∇g(wk,j) +
λkBj(wk,j). From Assumption (B2), we have that Bj , j = 1, 2, · · · , N is maximal mono-
tone, then there exists dj ∈ Bj(wk,j) such that ∇g(zk) − λkAj(zk) = ∇g(wk,j) + λkdj .
Hence, it follows that

dj =
1

λk
(∇g(zk)−∇g(wk,j)− λkAj(zk)). (3.10)

Since 0 ∈ (Aj +Bj)a+Aj(wk,j) + dj ∈ (Aj +Bk,j)wk,j , we obtain from Lemma 2.7 that
A+B is maximal monotone. Hence

⟨wk,j − a,Aj(wk,j) + dj⟩ ≥ 0. (3.11)

On substituting (3.10) into (3.11), we obtain

1

λk
⟨wk,j − a,∇g(zk)−∇g(wk,j)− λkAj(zk) + λkAj(wk,j)⟩ ≥ 0. (3.12)

That is

⟨wk,j − a,∇g(zk)−∇g(wk,j)− λk(Aj(zk)−Aj(wk,j))⟩ ≥ 0. (3.13)
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It is obvious from (3.9) and (3.13) that

Dg(a, y
k,j) ≤ Dg(a, z

k)−Dg(w
k,j , zk)−Dg(y

k,j , wk,j)

+ λk⟨wk,j − yk,j , Aj(wk,j)−Aj(zk)⟩, (3.14)

but

λk⟨wk,j − yk,j , Aj(wk,j)−Aj(zk)⟩ ≤ λk∥wk,j − yk,j∥ ∥Aj(wk,j)−Aj(zk)∥

µ
λk

λk+1
∥wk,j − yk,j∥ ∥wk,j − zk∥

≤ µ

2

λj

λj+1

(
∥wk,j − yk,j∥2 + ∥wk,j − zk∥2

)
.

(3.15)

On substituting (3.15) into (3.14) and applying (2.3), we have

Dg(a, y
k,j) ≤ Dg(a, z

k)−Dg(w
k,j , wk,j)−Dg(y

k,j , wk,j)

+
µ

ρ

λk

λk+1

[
Dg(w

k,j , yk,j) +Dg(w
k,j , zk)

]
= Dg(a, z

k)−
(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , zk)

−
(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , yk,j). (3.16)

Since lim
k→∞

λk exists and µ ∈ (0, ρ), we have that lim
k→∞

(1 − µ
ρ

λk

λk+1 ) = 1 − µ
ρ > 0. Thus,

there exists n0 ∈ N such that 1− µ
ρ

λk

λk+1 > 0, ∀ n ≥ n0.

Hence,

Dg(a, y
k,j) ≤ Dg(a, z

k). (3.17)

Hence, the proof completes.

Lemma 3.7. Let {xk} be a sequence generated by Algorithm 2, then {xk}, {wk,j}, {yk,j}
and {uk} are bounded.

Proof. Let a ∈ ∆, then from step 1 of Algorithm 2, we get

Dg(a, z
k) = Dg(a,∇g∗(∇g(xk) + θk(∇g(xk−1)−∇g(xk))))

≤ (1− θk)Dg(a, x
k) + θkDg(a, x

k−1). (3.18)
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Also, from Algorithm 2, (3.17) and Lemma 2.8, we have

Dg(a, u
k) = Dg(a,∇g∗(βk,0∇g(zk) +

N∑
j=1

βk,j∇g(T jyk,j)))

= Vg(a, β
k,0∇g(zk) +

N∑
j=1

βk,j∇g(T jyk,j))

= g(a)− ⟨a, βk,0∇g(zk) +
N∑
j=1

βk,j∇g(T jyk,j)⟩

+ g∗(βk,0∇g(zk) +

N∑
j=1

βk,j∇g(T jyk,j))

= g(a)− βk,0⟨a,∇g(zk)⟩+
N∑
j=1

βk,j⟨a,∇g(T jyk,j)

+ βk.0(∇g(zk)) +

N∑
j=1

βk,jg∗(∇g(T jyk,j))

−
N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)
= βk,0Vg(a, z

k) +

N∑
j=1

βk,jVg(a, T
jyk,j)

−
N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)
= βk,0Dg(a, z

k) +

N∑
j=1

βk,jDg(a, T
jyk,j)−

N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)
≤ Dg(a, z

k)βk,0Vg(a, z
k) +

N∑
j=1

βk,jVg(a, T
jyk,j)

−
N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)
(3.19)

≤ Dg(a, z
k). (3.20)

Thus, we obtain from (3.18) and (3.20) that

Dg(a, u
k) ≤ (1− θk)Dg(a, x

k) + θkDg(a, x
k−1). (3.21)
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Finally, we obtain from step 5 of Algorithm 2, (3.17) and (3.21) that

Dg(a, x
k+1) = Dg(a,∇g∗(αk∇g(x0) + (1− αk)∇g(uk)))

≤ αkDg(a, x
0) + (1− αk)Dg(a, u

k)

= αkDg(a, x
0) + (1− αk)

[
(1− θk)Dg(a, x

k) + θkDg(a, x
k−1)

]
≤ max

{
Dg(a, x

0), max{Dg(a, x
k), Dg(a, x

k−1)}
}

...

≤ max{Dg(a, x
0), Dg(a, x

1)}.

Hence, {Dg(a, x
k)}. By Lemma 2.5, {xk} is bounded. Consequently, other sequences

defined in Algorithm 2 are bounded.

Theorem 3.8. Let Assumptions (B1)− (B4) and (D1)− (D3) holds. Then the sequence
{xk} generated iteratively by Algorithm 2 strongly converges to an element a ∈ ∆, where
a = Proj∆(x

0).

Proof. Let a ∈ ∆, then using (3.16), (3.19) and (3.21)

Dg(a, x
k+1) = Dg(a,∇g∗(αk)∇g(x0) + (1− αk)∇g(uk))

≤ αkDg(a, a) + (1− αk)Dg(a, u
k) + αk⟨∇g(x0)−∇g(a), xk+1 − a⟩

≤ (1− αk)
[
βk,0Dg(a, z

k) +

N∑
j=1

βk,jDg(a, T
jyk,j)

−
N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)]
+ αk⟨∇g(x0)−∇g(a), xk+1 − a⟩

≤ (1− αk)
[
βk,0Dg(a, z

k) +

N∑
j=1

βk,j +

N∑
j=1

βk,jDg(a, y
k,j)

−
N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)]
+ αk⟨∇g(x0)−∇g(a), xk+1 − a⟩

≤ (1− αk)

[
βk,0Dg(a, z

k) +

N∑
j=1

βk,jDg(a, z
k)

−
N∑
j=1

βk,j

(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , zk)

−
N∑
j=1

βk,j

(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , yk,j)

Bangmod Int. J. Math. & Comp. Sci., 2025



434 H.A. Abass et al.

−
N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)]
+ αk⟨∇g(x0)−∇g(a), xk+1 − a⟩

= (1− αk)Dg(a, z
k)− (1− αk)

N∑
j=1

βk,j

(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , zk)

− (1− αk)

N∑
j=1

βk,j

(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , yk,j)

− (1− αk)

N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)
+ αk⟨∇g(x0)−∇g(a), xk+1 − a⟩

≤ (1− αk)Dg(a, x
k) + αk

[
θk

αk

(
Dg(a, x

k−1)−Dg(a, x
k)
)

+ ⟨∇g(x0)−∇g(a), xk+1 − a⟩
]

− (1− αk)

N∑
j=1

βk,j

(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , zk)

− (1− αk)

N∑
j=1

βk,j

(
1− µ

ρ

λk

λk+1

)
Dg(w

k,j , yk,j)

− (1− αk)

N∑
j=1

βk,0βk,jν∗s
(
∥∇g(zk)−∇g(T jyk,j)∥

)
(3.22)

≤ (1− αk)Dg(a, x
k) + αkHk, (3.23)

where Hk :=

[
θk

αk

(
Dg(a, x

k−1) − Dg(a, x
k)
)
+ ⟨∇g(x0) − ∇g(a), xk+1 − a⟩

]
. We prove

that {xk} converges strongly to a ∈ ∆. To establish this, it follows from (3.23) that

bk+1 ≤ (1− δk)bk + δkHk,

where bk := Dg(a, x
k). By applying Lemma 2.9, we only need to show that lim sup

l→∞
Hkl ≤

0, where the subsequence {bkl} of {bk} satisfies

lim inf
l→∞

(bkl+1 − bkl) ≥ 0. (3.24)
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Let {bkl} be a subsequence of {bk} satisfies (3.24). Hence, from (3.22), (D1) and (D3),
we obtain that

lim sup
l→∞

(1− αkl)

N∑
j=1

βkl,j
(
1− µλkl,j

ρλkl+1,j

)[
Dg(w

kl,j , zkl) +Dg(w
kl,j , ykl,j)

]
≤ lim sup

l→∞

[
(1− αkl)bkl,j − bkl+1,j + αklN1

]
≤ lim sup

l→∞
(bkl − bkl+1) +N1 lim sup

l→∞
δkl

= − lim inf
l→∞

(bkl+1 − bkl)

≤ 0, (3.25)

where N1 = sup{Hk : k ∈ N}. Hence, we obtain

lim
l→∞

Dg(w
kl,j , zkl) = 0 = lim

l→∞
Dg(w

kl,j , ykl,j). (3.26)

Thus, from Lemma 2.4, we obtain

lim
l→∞

∥wkl,j − zkl∥ = 0 = lim
l→∞

∥wkl,j − ykl,j∥. (3.27)

Following the same argument as in (3.25) and applying (3.22), we get

lim
l→∞

N∑
j=1

βkl,0βkl,jν∗s
(
∥∇g(zkl)−∇g(T jykl,j)∥

)
= 0, j = 1, 2, · · · , N. (3.28)

From Lemma 2.8 and (D3), we get

lim
l→∞

(
∥∇g(zkl)−∇g(T jykl,j)∥

)
= 0, j = 1, 2, · · · , N. (3.29)

Since ∇g is uniformly continuous on bounded subset of E∗, we have

lim
l→∞

∥zkl − T jykl,j∥ = 0, j = 1, 2, · · · , N. (3.30)

It is clear from (3.27) and (3.30) that lim
l→∞

∥zkl − ykl,j∥ = 0, j = 1, 2, · · · , N

lim
l→∞

∥ykl,j − T jykl,j∥ = 0, j = 1, 2, · · · , N.
(3.31)

From step 5 of Algorithm 2 and (D1), we have

Dg(u
kl , xkl+1) ≤ αkDg(u

kl , x0) → 0, l → ∞, (3.32)

which implies from Lemma 2.4 that

lim
l→∞

∥ukl − xkl+1∥ = 0. (3.33)

Also, from step 4 of Algorithm 2 and (3.29), we get

∥∇g(ukl)−∇g(zkl)∥ = βkl,0∥∇g(zkl)−∇g(zkl)∥

+

N∑
j=1

βkl,j∥∇g(T jykl,j )−∇g(zkl)∥ → 0, l → ∞. (3.34)
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Thus, since ∇g is uniformly continuous on bounded subset of E∗, we get

lim
l→∞

∥ukl − zkl∥ = 0. (3.35)

Observe from step 2 of Algorithm 2 that

∥∇g(zkl)−∇g(xkl)∥ = αkl · θ
kl

αkl
∥∇g(xkl−1)−∇g(xkl)∥

= αkl · θ
kl

αkl
∥xkl−1 − xkl∥ → 0, l → ∞. (3.36)

Since ∇g is uniformly continuous on bounded subset of E∗, we get

lim
l→∞

∥zkl − xkl∥ = 0. (3.37)

Now, from (3.27), (3.33), (3.35) and (3.37), we get


lim
l→∞

∥ukl − xkl∥ = 0,

lim
l→∞

∥wkl,j − xkl∥ = 0,

lim
l→∞

∥xkl − xkl+1∥ = 0.

(3.38)

By the boundedness of {xkl}, its subsequence {xklm} ⇀ x∗ ∈ E . Using (3.38), it is easy
to see that uklm which is a subsequence of {ukl} ⇀ x∗. Using (3.31), it is obvious that

x∗ ∈ F̂ (T j) = F (T j) =
N∩
j=1

F (T j). We now establish that x∗ ∈ (Aj + Bj)−1(0), j =

1, 2, · · · , N . Suppose (g, h) ∈ Gra(Aj +Bj), then h−Ajg ∈ Bjg. Using the definition of
wkl,j , we observe that

∇g(zklm ,j)− λklmAjzklm ,j ∈ ∇g(wklm ,j) + λklmBjwklm ,j , j = 1, 2, · · · , N,

which implies

1

λklm
(∇g(zklm ,j)−∇g(wklm ,j)− λklmAjzklm ) ∈ Bjwklm ,j .

By applying the condition Bj , j = 1, 2, · · · , N, in Assumption 3.2, we get

⟨g − wklm ,j , h−Ajg +
1

λklm
(∇g(zklm ,j)−∇g(wklm ,j)− λklmAjzklm )⟩ ≥ 0.
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By applying the monotonicity of Aj , j = 1, 2, · · · , N yields

⟨g − wklm ,j , h⟩ ≥ ⟨g − wklm ,j , Ajg +
1

λklm
(∇g(zklm ,j)

−∇g(wklm ,j)− λklmAjzklm )⟩

= ⟨g − wklm ,j , Ajg −Ajzklm ⟩

+
1

λklm
⟨g − wklm ,j ,∇g(zklm )−∇g(wklm ,j)⟩

= ⟨g − wklm ,j , Ajg −Ajwklm ,j⟩

+ ⟨g − wklm ,j , Ajwklm ,j −Ajzklm ⟩

+
1

λklm
⟨g − wklm ,j ,∇g(zklm )−∇g(wklm ,j)⟩

≥ ⟨g − wklm ,j , Ajwklm ,j −Ajzklm ⟩

+
1

λklm
⟨g − wklm ,j ,∇g(zklm )−∇g(wklm ,j)⟩. (3.39)

Since Aj , j = 1, 2, · · · , N is Lipschitz continuous and wklm ,j ⇀ x∗. It follows from (3.27)
that

⟨g − x∗, h⟩ ≥ 0.

By the monotonicity of Aj + Bj , j = 1, 2, · · · , N, we get that 0 ∈ (Aj + Bj)x∗, that is

x∗ ∈ (Aj+Bj)−10. Therefore, we conclude that x∗ ∈
N∩
j=1

(F (T j)
∩
(Aj+Bj)−1(0)). Lastly,

we show that lim supl→∞ Hkl ≤ 0. Indeed, we only need to show that lim sup
l→∞

⟨∇g(x0) −

∇g(a), xkl+1−a⟩ ≤ 0. Now, since {xkl} is bounded, there exists a subsequence {xklm } ⇀
x∗. Thus,

lim sup
k→∞

⟨∇g(x0)−∇g(a), xk+1 − a⟩ = lim
l→∞

⟨∇g(x0)−∇g(a), xklm+1 − a⟩

= ⟨∇g(x0)−∇g(a), x∗ − a⟩
≤ 0. (3.40)

Hence, lim sup
l→∞

Hkl ≤ 0. By applying (3.40) and Lemma 2.9 in (3.23), we conclude that

{xk} converges to a ∈ ∆.

We briefly state some consequences of our result.

(i) Let N = 1, xk+1 = I and ηk ≡ 0, then our result reduces to the result of Sun-
thrayuth et al. [36].

(ii) Let N = 1, xk+1 = I, ηk ≡ 0 and E = H, then our result reduces to the result of
Gibali and Thong [25].

4. Numerical Illustrations

In Example 4.1, we give a concrete example to show that our proposed algorithm
is implementable. In the subsequent examples, we will set N = 1 and T j = I, the
identity map to enable us compare the performance of our proposed Algorithm 2 with
some existing algorithms in the literature.

Bangmod Int. J. Math. & Comp. Sci., 2025



438 H.A. Abass et al.

Example 4.1. Suppose E = R. Suppose g : R → R be given by g(x) = x4

4 , then ∇g(x) =

x3 and g(x∗) = 3
4x

∗ 4
3 and ∇g∗(x∗) = x∗ 1

3 . Let Aj : R → R and Bj : R → R be defined

respectively for all j = 1, 2, · · · , N by Aj(x) = 2jx and Bj(x) = 3jx
j+1 . Define T j : R → R

be defined by T j(x) = j−1
2j+3x, βk,0 = βk,j = 1

4 , j = 1, 2, 3. Choose αk = 1
104(k+1) ,

ηk = 1
(k+1)4 . Also, set θ = 0.1 and λ1 = 0.1, µ = 0.9. Using the stopping criterion

Ek = ∥xk+1−xk∥ < ϵ where ϵ = 10−6 and test our proposed Algorithm 2 for the following
initial values of z0 and z1, we consider the following cases Case 1: z0 = 2 and z1 = 4;
Case 2: z0 = −3 and z1 = 1; Case 3: z0 = 0.5; and z1 = 1.5; Case 4: z0 = −0.1 and
z1 = −0.5;. The report of this numerical experiment can be found in Table 1 and, Figures
1.

Table 1. Numerical performance of all algorithms in Example 4.1.

Algorithms
Case 1 Case 2 Case 3 Case 4

Iter. Time (s) Iter. Time (s) Iter. Time (s) Iter. Time (s)

Algorithm 2 95 0.0059 78 0.0035 81 0.0041 65 0.0033

Figure 1. Graphical presentation of the error iterates for Cases 1–4 in Example 4.1.

Discussion of Results. The results obtained here shows that our proposed Algorithm 2
is implementable. Furthermore, we saw that for initial points closer to zero, our proposed
algorithm satisfies the stopping criteria faster than when the initial points are far away
from zero.

In the subsequent examples, we will compare the performance of our proposed algo-
rithm with that of Shehu [37], Sunthrayuth et al. [36] and Tseng [41], using two examples.
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Example 4.2. Let E = R4. Let N = 1, g(x) = 1
2∥x∥

2. Then, ∇g = ∇g∗ = x. Let

A,B : R4 → R4 be defined by

Ax =


1 1 0 0
1 1 0 0
0 0 0.6 0.2
0 0 0.2 0.6



x1

x2

x3

x4

 Bx =


2 1 0 0
1 2 1 0
0 1 2 1
0 0 1 2



x1

x2

x3

x4

 .

Let T be the identity map on R4. We choose the following set of parameters for the
implementation of our proposed algorithm:

• In Algorithm 3.3, we choose λ1 = 0.1, µ = 0.9, θ = 0.1, βk = 0.1, ηk = 1
(k+1)4

and αk = 1
(k+1) .

• In Shehu [37] (S Alg. 3.11), we choose λ = 0.1 and αk = 1
(k+1) .

• In Sunthrayuth et al. [36] (SPC Alg. 2), we choose T = I, the identity map,
λ1 = 0.1, µ = 0.9 and αk = 1

(k+1) .

• In Tseng [41] (Tseng Alg.), we choose λ = 0.1.

Using the stopping criterion Ek = ∥xk+1 − xk∥ < ϵ where ϵ = 10−6 and compare the
performance of our proposed Algorithm 2 with these algorithms using the following initial
points: Case 1: z0 = (1, 2, 3, 1)T , Case 2: z0 = (−0.1,−0.2, 0.5,−1)T , Case 3: z0 =
(2,−2,−1, 3)T and Case 4: z0 = (−0.25,−0.125,−1.5,−2)T . Next, we set z1 = z0 and
run the codes. The report of this numerical experiment can be found in Table 2 and
Figures 2.

Table 2. Numerical performance of all algorithms in Example 4.1.

Algorithms
Case 1 Case 2 Case 3 Case 4

Iter. Time (s) Iter. Time (s) Iter. Time (s) Iter. Time (s)

Algorithm 2 83 0.0180 87 0.0102 92 0.0094 75 0.0117
S Alg. 3.11 101 0.0127 106 0.0091 113 0.0079 90 0.0076
SPC Alg. 2 180 0.0172 186 0.0140 194 0.0136 167 0.0143
Tseng Alg. 180 0.0173 186 0.0165 194 0.0124 167 0.0175
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Figure 2. Graphical presentation of the error iterates for Cases 1–4 in
Example 4.2.

Example 4.3. Let E = L3([0, 1]) with dual space E∗ = L 3
2
([0, 1]) and, for p > 1 let g(x) =

1
p∥x∥

p. Then, ∇g = ∇g∗ = Jpx := {x∗ ∈ E : ⟨x, x∗⟩ = ∥x∥∥x∗∥, ∥x∗∥ = ∥x∥p−1}. For
x ∈ E and y ∈ E∗ the duality pair between x and y is given by ⟨x, y⟩ =

∫ 1

0
x(t)y(t)dt and

induced norm ∥x∥L3
=

( ∫ 1

0
|x(t)|3dt

)1/3

, for all x ∈ L3([0, 1]). Let A,B : L3([0, 1]) →
L 3

2
([0, 1]) be defined by

(Ax)(t) := x(t)−
∫ 1

0

tx(s)ds and (Bx)(t) := 5J3(x(t)), ∀x ∈ L3([0, 1]).

Since for 0 < p < q < ∞, Lq ⊂ Lp, A and B are well-defined. Clearly, A is 2-Lipchitz
and B is maximal monotone. Let T be the identity map. We choose the following set of
parameters for the implementation of our proposed algorithm:

• In Algorithm 3.3, we choose λ1 = 0.1, µ = 0.9, θ = 0.01, βk = 0.01, ηk = 1
(k+1)4

and αk = 1
(k+1) .

• In Shehu [37] (S Alg. 3.11), we choose λ = 0.1 and αk = 1
(k+1) .
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• In Sunthrayuth et al. [36] (SPC Alg. 2), we choose T = I, the identity map,
λ1 = 0.1, µ = 0.9 and αk = 1

(k+1) .

• In Tseng [41] (Tseng Alg.), we choose λ = 0.1.

Using the stopping criterion Ek = ∥xk+1 − xk∥ < ϵ where ϵ = 10−6 and compare the
performance of our proposed Algorithm 2 with these algorithms using the following initial
points: Case 1: z0(t) = t2 + 1, Case 2: z0(t) = t3 + 2t − 1 Case 3: z0(t) = exp(5t2 + 3)
and Case 4: z0(t) = cos(t) + 1. Next, we set z1(t) = z0(t) and run the codes. The report
of this numerical experiment can be found in Table 3 and Figures 3 and 4.

Table 3. Numerical performance of all algorithms in Example 4.3.

Algorithms
Case 1 Case 2 Case 3 Case 4

Iter. Time (s) Iter. Time (s) Iter. Time (s) Iter. Time (s)

Algorithm 2 21 0.1286 23 0.8903 34 1.2159 22 0.1351
S Alg. 3.11 28 0.1659 33 0.9199 52 1.3067 31 0.1669
SPC Alg. 2 36 0.3135 42 1.0575 62 1.3813 40 0.2345
Tseng Alg. 36 0.2570 42 1.0390 62 1.3583 40 0.2160

Figure 3. Graphical presentation of the error iterates for Cases 1 and
2 in Example 4.3.
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Figure 4. Graphical presentation of the error iterates for Cases 3 and
4 in Example 4.3.

Discussion of Results Obtained in Examples 4.2 and 4.3. From the numerical
experiments, we observe that SPC Alg. 2 and Tseng Alg. required the same number of
iterations to satisfy the stopping criteria. This is expected, since when T is set to the
identity map both algorithms coincide; the only distinction lies in the step-size λ, which,
as seen in these examples, does not significantly affect performance. Although S Alg. 11
was competitive, our proposed Algorithm 2 outperformed all other methods, requiring
fewer iterations and less computational time to meet the stopping criteria.

4.1. Application to image processing

The general image processing problem can be formulated by the inversion of the following
observation model

y = Dx+ b,

where x is the unknown image, y is the observed image, b is the added noise and D is a
linear operator depending on the concerned image processing problem. It is well known
that regularization methods finds great application in solving image processing problems.
One of such methods is the ℓ1 regularization method. The restoration process is given by

min
x

1

2
∥Dx− b∥2 + λ∥x∥ℓ1 ,

where ∥ · ∥ denotes the Euclidean norm, ∥ · ∥ℓ1 is the regularization term and λ > 0 is a
regularization parameter. To apply our method, we set N = 1, A = ∇h1 and B = ∂h2

where h1(·) = 1
2∥D(·)−b∥2 and h2(·) = λn∥·∥ℓ1 . By these adaptations, we use our method

to solve the convex minimization problem:

Find argmin
x

{
1

2
∥Dx− b∥2 + λn∥x∥ℓ1

}
,

which can be cast easily as the problem of finding

0 ∈ ∇h1(x) + ∂h2(x).
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Now, let T be the identity mapping. Let g(x) = 1
2∥x∥

2. Then, ∇g and ∇g∗ are
the identity map on Rn. We choose the same set of parameters used in Example 4.3
for each algorithm. The test images we use for the experiment are images of: Bar-
bra, Duangkamon, Yodjai and Pepper. In MATLAB, these images were degraded using
P = fspecial(′motion′, 20, 30) and we added random noise with a scaling factor of 0.001.
Taking the initial points x0 = zeros(size(x)) and x1 = Dx+ b, where x is the test image
under consideration and setting maximum number of iterations to 200, the results of the
image restoration problem is presented in Figures 5 and 6 and Table 4.

(a) original test images

(b) test images degraded by motion blur and random noise

(c) restored images with Algorithm 2

(d) restored images with S Alg. 3.11

Figure 5. Test images and their restorations via Algorithm 2 and S Alg. 3.11.
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(a) restored images with SPC Alg. 2

(b) restored images with Tseng Alg.

Figure 6. Restored images via S SPC Alg. 2 and Tseng Alg. 2.

To evaluate the performance of the algorithms in the restoration process of the test
images, we use three (3) performance evaluation metrics: signal to noise ratio (SNR),
improvement in signal to noise ratio (ISNR) and structural similarity index measure
(SSIM) to measure the quality of the restored images via our algorithm. These metrics
are defined as:

SNR := 10 log
∥x∥2

∥x− xn∥
and ISNR := 10 log

∥x− b∥2

∥x− xn∥
,

where x, b and xn are the original, observed and estimated image at iteration n, respec-
tively.

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
,

where x and y are the original and restored images, µx and µy are are the mean values of
x and y, σx and σy are the standard deviations of x and y, σxy is the covariance between
x and y c1 and c2 are small constants added to avoid division by zero.

Using this performance metrics, for SNR and ISNR higher values indicate better
restoration and SSIM value ranges from 0 to 1, and 1 means perfect recovery. The
performance of all the algorithms using these metrics are presented in Table 4.
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Table 4. Performance Metrics (SSIM, ISNR, SNR, and Time).

Algorithm Barbra Duangkamon

SSIM ISNR SNR Time (s): SSIM ISNR SNR Time (s):

Algorithm 2 0.9718 7.64 45.91 4.4812 0.9124 7.34 45.03 5.6907
S Alg. 3.11 0.9617 5.99 42.62 3.6271 0.8897 5.68 41.70 4.5469
SPC Alg. 2 0.9706 7.07 44.77 3.6453 0.9109 7.03 44.41 4.5350
Tseng Alg. 0.9706 7.07 44.77 3.6453 0.9109 7.03 44.41 4.5053

Algorithm Yodjai Peppers

SSIM ISNR SNR Time (s): SSIM ISNR SNR Time (s):

Algorithm 2 0.8910 8.13 49.47 15.4710 0.9763 8.36 49.46 27.7849
S Alg. 3.11 0.8812 6.38 45.98 12.85 0.9680 6.63 46.01 22.7219
SPC Alg. 2 0.8861 7.65 48.52 12.8790 0.9775 8.28 49.30 22.7501
Tseng Alg. 0.8861 7.65 48.52 12.4599 0.9775 8.28 49.30 22.4224

Discussion of Results. From the restored images in Figures 5 and 6, together with
the quality metrics reported in Table 4, our proposed algorithm demonstrates promising
performance. Although it required the longest computational time, the quality of the
restored images was better to that obtained by the other algorithms.

5. Conclusion

In this article, we studied the approximation of solutions for finite families of mono-
tone inclusion problems and fixed points of Bregman strongly nonexpansive mappings
within the framework of a reflexive Banach space. We established a strong convergence
theorem for the sequences generated by the proposed method. Furthermore, we applied
our algorithm to the restoration of test images degraded by motion blur and random
noise. Numerical experiments, including comparisons with existing algorithms from the
literature, demonstrate that our method achieves superior restoration quality and pro-
vides faster convergence in several cases, thereby confirming its effectiveness and practical
relevance.
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